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Preface 

The International Federation for Information Processing (IFIP) is a non-profit 
umbrella organization for national societies working in the field of information 
processing. It was founded in 1960 under the auspices of UNESCO. It is organized 
into several technical committees. This book represents the proceedings of the 2006 
conference of technical committee 8 (TC8), which covers the field of information 
systems. This conference formed part of IFIP's World Computer Congress in Chile. 
The occasion celebrated the 30th anniversary of IFIP TC8 by looking at the past, 
present and future of information systems. The proceedings reflect not only the 
breadth and depth of the work of TC8, but also the international nature of the group, 
with authors from 18 countries being represented in the 21 papers (including two 
invited papers) and 2 panels. All submissions were rigorously refereed by at least 
two reviewers and an associate editor and following the review and resubmission 
process nearly 50% of submissions were accepted. This paper introduces the papers 
and panels presented at the conference and published in this volume. It is never 
straightforward to classify a set of papers but we have made an attempt and this 
classification is also reflected in the sessions of the conference itself. The 
classification for the papers is as follows: the world of information systems - early 
pioneers; developing improved information systems; information systems in their 
domains of application; the discipline of information systems; issues of production; 
IT impacts on the organization; tools and modeling and new directions. 

1 The world of information systems: Early pioneers 

The world of information systems is well represented in this book, because for 30 
years Technical Committee 8 of IFIP has been working in this field. Some of the 
early history of this group is beautifiilly captured in T. William Olle's paper 'IFIP 
TC8 Information Systems - Conception, birth and early years'. Bill has every right 
to be seen as the 'organizational knowledge' of the group as he was an early pioneer 
as well as a consistent contributor to the group's work over the years. Another of his 
contributions has been to one of the 'working groups' of IFIP TC8 on the design and 
evaluation of information systems (Working Group (WG) 8.1). The work on 
information systems development methodologies has been very influential, and this 
is seen particularly in the Comparative Review of Information Systems (CRIS) 
conferences of the 1980s represented in Olle et al. [1-3]. In his paper Bill Olle 
describes the early work of IFIP itself (it was already 16 years' old when TC8 was 
established) but concentrates on the early years of TC8. This is indeed a 'warts and 
air account of its difficulties as well as contributions. It also highlights some of the 
actors who were important in these early years. 
It will not surprise anyone that we chose Gordon B. Davis as one of our two invited 
keynote speakers. For some years Gordon was chair of TC8. This committee meets 
once a year in the main to agree the programs of the WGs, which consist mostly of 
working conferences, workshops and affiliated meetings, and also to agree a strategy 
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for TC8. Gordon's work is known by all those interested in information systems, 
indeed, he is one of the principal founders and intellectual architects of the academic 
field of information systems. His book [4], originally published in 1974, is 
recognized as a foundational classic in the field. 
In his paper 'Information Systems as an Academic Discipline: Looking Back, 
Looking Forward, and Ensuring the Future', Gordon stresses the fact that 
organization systems enabled by information and communications technology (ICT) 
are vital to every organization. In the backlash following the sadly influential but 
half-baked article by Carr [5] this needs to be said again and again, otherwise 
management complacency will lead to failures and disasters as Avison et al. clearly 
demonstrate in [6]. Davis parallels the development of the organizational function 
with the academic discipline it reflects, both developing and maturing over a period 
of 55 years. As is well shown in the paper, the result has been a revolution in our 
time. New capabilities and new affordances have been applied to the activities of 
organizations. This period of rapid innovation in organizations has resulted in 
successes, challenges, failures, and surprises. The paper also looks at the present and 
towards the future: this is a critical juncture with both negative and positive forces in 
evidence. 

2 Developing improved information systems 

A major theme of TC8 throughout its 30 years (and the discipline and practice of 
information systems) concerns information systems development. The focus of WG 
8.1 is the 'Design and Evaluation of Information Systems' and, as mentioned above, 
it has made many contributions. David Avison and Guy Fitzgerald have been 
researching and teaching in this area since 1980 [7]. The former was chair of WG 
8.2 and has also been influenced by the themes of that group, essentially, the 
organizational and societal (human) impacts of information systems. Thus their 
paper 'Methodologies for Developing Information Systems: An Historical 
Perspective' looks at the different perspectives of information systems development: 
systemic, strategic, participative, agile and contingency, for example, along with the 
more conventional approaches such as structured, data, prototyping and engineered. 
They suggest four 'eras' in the study and practice of information systems 
development. Interestingly they see the present era as one of consolidation and 
stability, perhaps suggesting some maturity in practice. 
One of the fundamental principles of IFIP as a whole, and certainly TC8, relates to 
ensuring that we have technical systems which impact positively on individual 
people, society as a whole and organizations. We have for some time emphasized the 
importance of user satisfaction in successful systems. More recently, we have 
widened our view about these people and organizational impacts. The paper of 
Luciana Bellejos and Jorge Montagna 'Stakeholders Selection for Interorganizational 
Systems: A Systematic Approach' recognizes the importance of identifying all 
stakeholders in any application. Identifying and satisfying these stakeholders make a 
successful IS project much more likely. The paper suggests a methodology for 
identifying all people, groups and organizations whose interests and needs are 



affected by the information systems in all the involved environments, which may 
include geographically dispersed and multiple organizations reflecting different 
cultures. The authors use the very ambitious UK National Health Service IT 
initiative to demonstrate their approach, and this reflects another working group of 
TC8, that is WG 8.5 concerned with Information Systems in Public Administration. 
The issue of quality is obviously of key importance to successful information 
systems but, as Carlo Batini and Barbara Pemici point out in their paper 'Data 
Quality Management and Evolution of Information Systems', it is becoming even 
increasingly important due to the complexity of network/service-based systems and 
the ubiquity, diversity and uncontrolled nature of today's information systems. 
Barbara Pemici is presently chair of WG 8.1 and the paper again reflects some of the 
concerns of that group. The paper explores the main dimensions of data quality, 
types of information, types of information systems and application areas. Using these 
types and characteristics, the authors build up methodologies for information quality 
measurement and improvement. One of these provides an information product 
approach to data quality emphasising process-based methods and a second considers 
self-healing systems where faults are identified and repair-actions are suggested 
through the use of tools. 
In the first panel 'OASIS in the Mirror: Reflections on the Impacts and Research of 
IFIP WG 8.2' Kenneth Kendall, David Avison, Gordon Davis, Julie Kendall, Frank 
Land and Michael Myers reflect on some of the debates and contributions of the 
working groups. Some of the hallmark debates include the relative merits of 
qualitative versus quantitative research; the question of rigor versus relevance; and 
whether technical or non-technical approaches are superior. It also discusses the way 
we accept innovative ideas, paradigms, methodologies and tools. Although centering 
on the work of WG 8.2, but not exclusively so, the debates are relevant to the work 
ofTCS as a whole. 

3 Information systems in their domains of application 

The first two papers of our second paper session reflect on some of the work of WG 
8.5 which looks at Information Systems in Public Administration, in particular the 
technical, organizational and societal challenges of e-govemment. We begin with 
'Design of the Organization of Information Services in Large Public Organizations' 
presented by Johan Van Wamelen. His research applied an analytical framework to 
twelve different programs and projects at Dutch departments of state, clustered to 
form three case studies, to see how they draw upon the potential of IT to innovate. 
These studies suggest that the IT function does not occupy a meaningful position in 
the organization so that its potential cannot be fulfilled. Van Wamelen argues that 
improvements need to be made to the organization of information services providing 
appropriate institutional conditions so that programs and projects are more 
coordinated. 
Rodrigo Martin and Jorge Montagna also look at e-govemment in their paper 
'Business Process Reengineering Role in Electronic Govemment'. One direction for 
this application domain is to implement a system that provides citizens with 'one-



The Past and Future of Information Systems : 1976-2006 and Beyond 

Stop government'. But such initiatives normally imply great change and therefore it 
is useful to consider the potential of business process reengineering as a way to 
implement change more successfully, for failures in these applications are almost 
commonplace. Risk factors are discussed in the paper along with a suggested three-
stage approach to successful implementation incorporating five different layers for e-
govemment. An Argentine provincial state provides a useful case to illustrate the 
approach discussed in the paper. 
The final paper of this section takes the application area from e-govemment to the 
major global treasury activity of foreign exchange trading. In their paper 'The 
Evolution of IS: Treasury Decision Support and Management Past, Present and 
Future', Alankar Karol, Mary-Anne Williams and Steve Elliot reflect on a seven year 
Australian-Danish research project into the impact of ICT on financial services and 
the development of a next generation agent-based treasury management system 
prototype. It is unusual and informative to see research reflecting the continuing 
evolution of IS in a single, core business function over such a long period. Possible 
future developments in IS applications are explored in terms of the capabilities of 
emerging technologies to address current treasury challenges. The implications for 
practitioners in an increasingly complex, global market are discussed and sustainable 
research issues, particularly for IS research, identified. The paper is relevant to a 
number of TC8 groups, including WG 8.3 on Decision Support Systems and not 
surprisingly on WG 8.4 (E-Business Information Systems: Multi-disciplinary 
research and practice) as Steve Elliot is presently chair of that group. Indeed it 
develops further work discussed in prior conferences of that group [8,9]. 

4 The discipline of information systems 

The second panel reconsiders the status of the field of information systems within the 
university and in relation to industry practice (an issue first discussed in this 
conference in Gordon Davis' keynote address). Tor Larsen, Frank Land, Michael 
Myers, Robert Zmud and Linda Levine re-examine 'The Identity and Dynamics of 
MIS' from different points of view and stress two persistent themes. The first 
focuses on coherence in MIS and in framing questions such as: 'Does MIS have a 
core and overarching theory?' or 'Does MIS have a cumulative tradition?' and 'Are 
other disciplines referencing MIS?' The second theme revolves around rigor versus 
relevance, which is also occasionally expressed as a debate between academic and 
practical concerns and where a further refinement focuses on degrees of purity in the 
use of research methods. Further refinement on the state of coherence in MIS has 
examined the nature of its core and sub areas. Viewpoints expressed and topics 
discussed by paneUsts include 'myths, taboos and misconceptions in the IS domain', 
'interdisciplinary identities: MIS and reference disciplines', 'intradisciplinary 
perspective' and 'empirics: coherence and change in the discipline'. 



5 Issues of Production 

In this section we look at aspects of production which have been themes in the 
working groups. In the first paper, Nicolas Riesco and Jaime Navon argue that 
although free and open source software (FOSS) is becoming more popular, most 
CIOs would not consider this option for their enterprise information technology 
needs. Their paper 'Enterprise Software: Taking the Open Source Option Seriously' 
suggests that there are a number of concerns about FOSS having to do with legal 
issues, costs, technical support, insufficient information and issues such as 
performance and reliability. In their paper the authors propose an initial framework 
for decision makers to look at FOSS in a balanced, unbiased and systematic manner 
that can be used for evaluation of specific scenarios from very small companies to 
large ones. In this way advantage may be taken from the potential of quality software 
with fiinctionality and performance similar to expensive proprietary software with no 
license payment associated with it, whilst avoiding FOSS which may not provide 
these advantages to the firm. 
Offshoring has become a prominent issue recently. A big gainer in offshoring over 
the last few years has been India, or at least some sections of that society. The 
industry is organized into multinational corporation (MNC) networks, whose 
structural, relational, and territorial dimensions are investigated in Pratyush Bharati's 
paper 'Understanding the Future of Global Software Production: Investigating the 
Network in India'. The quasi-disintegration and internationalization of MNC 
production activities, the commodification of services, the availability of highly 
skilled low cost personnel, and Indian IT services firms' links with MNCs have 
aided the emergence of the IT services industry in India. The research suggests that 
MNCs are key drivers in this complex and inter-dependent network that involve 
important Indian firms. This is the first study to investigate the Indian IT services 
industry in the context of global software production network. 
John Krogstie is presently vice-chair of WG 8.1 and he reflects on an important 
information systems issue that has been dogging us since the beginning in his paper 
'Work Distribution, Methodology and Technology for ISD and Maintenance: Trends 
over the last 30 Years'. His question is simple but the answer seems elusive: 'how do 
we support organizafions with information technology in an efficient and effective 
way'?' He draws on material gleaned from survey investigations performed by his 
group in 1993, 1998, and 2003 among nearly 250 Norwegian organizations relating 
to how they conduct information systems development and maintenance. One 
interesting result is the comparatively greater time spent now on application portfolio 
upkeep (the functional coverage of the application system portfolio of the 
organization) rather than providing new services to the organization. The survey also 
provides some useful technical data on trends within IS practice. 

6 IT impacts on the organization 

Our second keynote address is given by Niels Bjem-Andersen and entitled 'The 
never ending story of IT impact on the organization - the case of Ambient 
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Organizations'. Niels was the second president of AIS, became a LEO Fellow in 
1999 and he was the Danish representative to TC8 for many years. The presentation 
concentrates on one of the main concerns of IS researchers almost from the 
introduction of the first computers, that is the almost eternal discussion of the impact 
of IT on organizations. It includes the early prediction of organizations turning 
hourglass-shaped proposed by Leavitt and Whisler in 1969, the impact studies of the 
70s, the discussion of organizational change by default or by design, the new 
networked organizations paradigms of today, and the future challenge in this area. 
The key assertion of Niels Bjom-Andersen is that today we are finally achieving 
such a level of sophistication in the technology that we shall see the emergence of 
totally new organizational forms that he labels 'ambient organizations'. This concept 
is described and examples of embryonic ambient elements of existing organizations 
are discussed. Research challenges in this area are also suggested. 
TC8 as a whole is concerned with the impact of IT on organizations, though WG 8.6 
focuses on the transfer and diffiision of information technology in different settings 
and from different perspectives. The paper of Karl Heinz Kautz and Helle Zirmer 
Henriksen 'An Analysis of IFIP WG 8.6 - In Search of a Common Theoretical 
Denominator' reflects at the work of this group. In particular, it analyses the 
frameworks, models and theories that have been used to understand diffusion. A 
much cited work in the field is that of Rogers [10], initially published in 1962. But 
this is a somewhat positivistic study and many studies in the multi-disciplinary WG 
8.6 community (Karl Heinz Kautz is chair of this group) are interpretive, being 
critical rather than objective (a 'myth' as seen in the eyes of these authors). 
Chiara Frigerio, Federico Rajola and Alessia Santuccio also look at innovation and 
impact but concentrate on the related issue of organizational learning in their paper 
'Promoting Learning Practices: Moving Towards Innovation'. Organizational 
learning, first put forward by Simon [II], is seen as fundamental in order to gain 
competitive advantage and survive in a turbulent environment. The two research 
questions explored are: (I) what are the determinants for organizational learning, 
depending on the firm's general approach towards information and knowledge 
management? and (2) How can a hierarchical organization move towards innovation 
through the organizational learning approach? The paper develops a particular 
framework in order to understand the determinants for organizational learning, 
depending on the firm's general approach towards information and knowledge 
management. Their research framework is applied to a sample of 54 Italian banks. 
The empirical analysis was carried out through questionnaires and interviews. 
Differences between banks refer to the presence of technological tools which support 
knowledge management, the culture, incentives used toward knowledge sharing and 
individual learning, informal cooperation, opportunities created dedicated to 
collaboration, the presence of virtual areas for long distance learning and the kind of 
hierarchical decisions the organizational learning approach supports. Regarding the 
second question under research, the need to promote new relationships between 
members or groups in order to change the organizational knowledge base is 
emphasized. Further, the importance of an initial informality in the way new 
activities are approached is also highlighted. 
Ellen Christiaanse looks even fiirther back than to the beginnings of TC 8, to '1.5 
Million Years of Information Systems: From Gatherers-Hunters to the Domestication 



of the Networked Computer'. Ours is not the first information age in history nor do 
PCs run the first information systems. But only during the last 500 years, she argues, 
have we slowly moved to a single global system of information exchange with 
collective learning at the human species level. However, the present-day 
domestication of the personal, networked and increasingly mobile computer, it is 
argued in conclusion, will have a greater impact than any other type of domestication 
in the past. Although this is an unusual paper, the intention is quite serious: we need 
to understand present-day changes in a larger historical perspective and see how 
humans have communicated in the past and how this affected their social structures 
and lives. In that way, we may forecast the changes that information and 
communication technologies will bring in the future. 

7 Tools and modelling 

The uses of models and software tools are important to information systems research 
and practice as they are in other domains. In their paper 'Fulfilling the Needs of a 
Metadata Creator and Analyst - An Investigation of RDF Browsing and 
Visualization Tools', Shah Khusro, and Min Tjoa explore the use of semantic web 
software tools. Their research aims at creating a large triple dataset consisting of a 
life-long semantic repository of personal information called SemanticLife. Besides 
semantic web tools, they use several browsing and visualization tools for analyzing 
their data in this ambitious project and discuss an evaluation framework of these 
tools in their paper. This leads to them comparing tools and suggesting 
recommendations for the more effective use of tools in this domain. 
The paper 'LUPA: A Workflow Engine' by Emely Arraiz, Ernesto Hernandez and 
Roger Soler discusses a prototype of the Unified Language for Administrative 
Processes (LUPA) which focuses on the programming and communicating tasks 
associated with the transactions management needed to fiilfill the business processes 
of an organization. It attempts to model the routes and rules that information must 
follow in order to comply with organizational policy using Petri nets. Essentially this 
reflects the workflow of business processes with a view to partial or complete 
automation of those workflows and business processes. 
Information systems would be a much easier domain to research and practice if it 
were not for uncertainty: of user requirements, of organizational change, of 
environmental change and so on. The domain is saddled with issues of uncertainty, 
imprecision, vagueness, inconsistency and ambiguity. The paper 'Data Modeling 
Dealing with Uncertainty in Fuzzy Logic' by Angelica Urrutia, Jose Galindo, 
Leoncio Jimenez and Mario Piattini discusses models of data description that 
incorporate these elements of uncertainty. They propose a fiizzy enhanced entity-
relationship modeling approach rather than more conventional database techniques. 
They provide many examples in their paper and compare various models. They also 
describe the potential of their approach in two cases relating to a real estate agency 
and a manufacturing company. 
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8 New directions 

In this final paper session we look at further potential new directions for information 
systems research. Isabel Ramos and Joao Alvaro Carvalho describe the concept of 
the self- and meta-representation capabilities of the organization, a constituent of 
what they call the organizational mind in their paper 'Reinventing the Future: A 
Study of the Organizational Mind'. They claim that these capabilities are responsible 
for the emergence of a collective self that is of central importance in the formation of 
organizational identity. These capabilities are relevant to the information systems 
field, as IT systems play a central role on the support of those representational 
capabilities. Their new research project aims at developing a framework to guide 
managers diagnosing identity dysfunctions resulting from impaired representational 
capabilities of the organization. This framework is intended to be a component of a 
broader one, the organizational mind framework, integrating theories and tools from 
different scientific disciplines to guide the study and improvement of the 
intelligence, learning ability, and creativity of the organization as a collective self. 
The objectives of this new and ambitious research project are to: define the concepts 
of organizational self-representation capability and organizational meta-
representation capability; define the structural, socio-cultural, and technological 
components of these concepts in organizations; to design an architecture for the key 
components of the concept; to develop key performance indicators to measure the 
maturity of the self- and meta- representation capabilities of the organization; to 
define a model linking the organizational representational capabilities to the 
emergence of organizational identity; and finally to create a method and a prototype 
of a supporting computer-based tool to assist (a) the diagnosis of potential identity 
dysfunctions related with problems in representational capabilities of the 
organization, and (b) the planning of effective interventions to reduce the diagnosed 
dysfunctions; and finally to suggest new directions for redesigning cognitive systems 
in the organization so that they incorporate the aspects that the project advances as 
important for a healthy organizational identity. 
The paper of Clarisse Sieckenius de Souza 'Semiotic Engineering - A New 
Paradigm for Designing Interactive Systems' is also challenging and presents a new 
direction for research in information systems. This paper presents a semiotic theory 
of human-computer interaction. The author claims that the theory integrates different 
design and development perspectives into a single meta-conmnunication process that 
affects the user's experience and, ultimately, the success of any system via software 
artifacts. The approach also has the ability to frame (and design) the user's 
experience within increasingly broader contexts of communication - from basic 
user-system dialogue to contemporary user-in-cyberspace activity. By means of 
illustrative examples, the paper shows the kinds of effects that can be achieved with 
the theory, and discusses why a semiotic perspective is radically different from the 
prevalent cognitive ones that have inspired usability criteria to date. 
In their paper 'The Benefit of Enterprise Ontology in Identifying Business 
Components', Antonia Albani and Jan Dietz point out that companies are more than 
ever participating in value networks while being confronted with an increasing need 
for collaboration and interoperability with their business partners. Such information 



systems become more and more complex because, apart from providing functionality 
to support intra-enterprise business tasks, they also need to provide services to 
external companies. The enterprise ontology presented in this paper is a powerful 
modeling methodology allowing a complete description of the inter-enterprise 
business domain. Reusable and self-contained business components with well-
defined interaction points facilitate the accessing and execution of coherent packages 
of business functionality. While enterprise ontology is becoming an established 
approach for business and process modeling, the identification of business 
components is still a crucial factor and is strongly dependent on the appropriateness 
and the quality of the underlying business domain model. This paper seeks to 
improve the identification of business components based on an enterprise ontology, 
satisfying well-defined quality criteria. 
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Abstract. The paper begins by discussing the conception and birth of IFIP 
TC8 in Amsterdam in 1975 and 1976, describing the roles of the main players 
(such as IFIP and IFIP ADP). The background in terms of the IFIP 
organization and its already extant technical committees is reviewed. The birth 
pains associated with IFIP TC8's early existence are also explained. The early 
meetings of TC8 and its Working Groups are discussed. From 1976 to 1986 
formally planned events are discussed, with emphasis on the driving forces 
influencing the TC8 decision process throughout thiese years. The second half 
of this paper then reviews the background in the IT world (outside IFIP) as it 
prevailed in the period leading up to 1976. This backgound is examined in 
terms the of software and hardware technology of the time 

1 Conception 

In 1976, IFIP was 16 years old, a healthy teenager, possibly a little uncertain of its 
future in the world, but also brimming with confidence that the world was its oyster. 

IFIP had held six major international conferences prior to 1976 including the first 
in 1959 in Paris. This congress took place in a UNESCO convention center. It took 
place before the existence of the organization then called IFIPS (International 
Federation for Information Processing Societies) as it was initially designated. The 
venues for the other five conferences prior to 1975 were 1962 Munich, 1965 New 
York, 1968 Edinburgh, 1971 Ljubliana and 1974 Stockholm. All of these were very 
successful with Edinburgh establishing a record, which is still standing, for the most 
attendees. 

By 1976, IFIPS had already changed its name to IFIP. This change may have 
been motivated by an ambition in some quarters not to restrict membership to 
"information processing societies". 

Please use the foljowtngformal when ctl'tng this chapter: 

Olle, T.W., 2006, in TFTP Tntemational Federation for Information Processing, Voluine 214, The Past and Future of Tn-

fonnation Systems: 1976-2006 and Beyond, eds. Avison, D., Elliot, S., Krogstie, J., Pries-Heje, J., (Boston: Springer), 

pp. 1-10. 
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IFIP had already established seven Technical Committees and it is interesting to 
take note of the names they had adopted (as published in the IFIP Information 
Bulletin for July 1975.[1] 

1. 
2. 
3. 
4. 
5. 
6. 
7. 

TCI 
TC2 
TC3 
TC4 
TC5 
TC6 
TC7 

Terminology 
Programming 

Education 
Information Processing in Medicine 
Computer Applications in Technology 
Data Communication 
Optimization 

It is interesting to note that TCI was not listed in the 1975 Information Bulletin 
possibly because it had completed the task it set out to do, namely to produce a 
definitive list of terminology [21]. TC4 subsequently parted company with IFIP and 
formed its own association, IMIA. 

Of relevance to TC8 in the July 1975 IFIP Newsletter is the mention of TC8 in 
terms the appointment of its first chair B0rje Langefors of Sweden, as from 1 
September 1975. The entry also gives the names of National Representatives from 
six IFIP member nations (Australia, Bulgaria, France, United Kingdom, Brazil and 
West Germany). Two Working Groups and their provisional names were identified: 

1. WG 8.1 Analysis of Organizational Needs for Information 
2. WG 8.2 Utilization of Information within Organizations. 

WG 8.1 had 11 members and WG8.2 had 14 members. The names of these two 
working groups were subsequently formalized 

1. WG8.1 Design and Evaluation of Information Systems 
2. WG8.2 Interaction of Information Systems and the Organization. 

The subsequently published volume entitled "Trends in Information Systems", 
was an anthology [2] compiled in 1985 from earlier publications by TC8 to celebrate 
the 10* anniversary of TC8. It indicated the following in the first line of its Preface: 

"In September 1975, on the premises of the IFIP Foundation in Amsterdam, a 
newly established technical committee met for the first time. To be dedicated to a 
field of increasing importance, the formal meeting of National Representatives of 
TC8 "Information Systems", lasted one hour and was attended by only five 
persons." 

In fact both the July 1975 IFIP Newsletter and the claim in the 10* anniversary 
proceedings were probably pre-emptive. TC8 was not formally endorsed by the IFIP 
General Assembly until its meeting in 1976. 

The formal attendance records [3] indeed show that the 1975 meeting was 
attended by only five national representatives, but by the time the more formally 
constituted 1976 meeting was held there were 15 national representatives present. 



IFIP TC8 Information Systems 

The organization which provided considerable support to IFIP TC8 during its 
period of birth was the IFIP Administrative Data Processing Group (IFIP ADP or 
lAG). This group had been founded in Amsterdam in 1967 with the aim of serving 
"the specific needs of the Administrative Data Processing community". lAG 
consisted of a number of partners namely "commercial and industrial computer 
centers, companies, national and local government organizations involved or 
interested in the use of computers." It also pubHshed in a journal. 

When the proposal for creating an IFIP Technical Committee on "information 
systems" was put forward, IFIP lAG offered to host the preparatory meeting as 
mentioned above. Apart from providing a meeting room at their own offices in 
Amsterdam, they also provided a staff member, Ms. Ria Lucas, as secretary and local 
organizer. She served at both the 1975 and 1976 meetings of the technical 
committee. 

Another activity which must be mentioned in connection with the early 
conception of TC8 is the Pergamon Journal of Information Systems. This was 
founded in 1964. An Editorial Board meeting had taken place in Stockholm in 
conjunction with the IFIP Congress. The chairman of the Editorial Board was Han 
Jochem-Schneider from what was then Western Germany. The same person was 
responsible for proposing to the IFIP Council that a technical committee on 
information systems should be founded. 

2 Early Years 

The aim of this paper is not to present and review the whole 30 years of TC8's 
activity, but rather to concentrated on the first ten years starting in 1976. 

At the 1976 meeting, the first activity to which TC8 agreed to lend its name was 
a Working Conference held in The Hague in April 1977. The conference had the title 
"Education and large information systems". The more established Technical 
Committee TC3 Education was very much the main organizer and participation from 
the TC8 side is believed to have been minor. 

The year 1977 was the year of the Toronto IFIP Congress to be held as always 
during the last week of August. TC8 had decided at its 1976 meeting to meet in 
Toronto in conjunction with the IFIP Congress. The 1977 TC8 National 
Representatives meeting was something of a disaster. Only nine national 
representatives attended. Borje Langefors resigned as TC8 Chair prior to the 
meeting. Fortunately, the Dutch representative, the late Alex Verrijn Stuart was 
willing to chair the meeting. 

As already indicated, secretarial duties had been carried out at the earlier two 
meetings by Ms. Ria Lucas, an employee of the IFIP Administrative Data Processing 
Group in Amsterdam. She was unfortunately not able to attend the Toronto 
Congress. The present author and UK National Representative to TC8 was 
designated to perform the role of secretary for the meeting. 

TC8 elected to hold its 1978 National Representatives' meeting in Venice. The 
main achievement of the Venice meeting was to set up a 1981 TC8 working 
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conference involving both working groups to be held in Budapest. The title of this 
conference was "Evolutionary Information Systems" [4]. 

The lead time to proposing and organizing working conference was in those 
days much longer than is currently the case. It was not until 1979 that both of the 
new TC8 working groups cut their teeth. In April, WG8.1 held a working 
conference at Oxford University in St. Edmund's college, memorably organized by 
one of their graduates, Ron Stamper. The title was "Formal Models and Practical 
Tools for Information Systems Design"[5]. 

In June 1979, WG8.2 held a working conference in Bonn with the title "The 
Information Systems Environment" [6]. TC8 held its National Representatives 
meeting in Bonn in conjunction with the WG8.2 working conference. The precedent 
for holding a National Representatives meeting in conjunction with a working group 
conference was thereby established at an early stage. 

However, the June 1980 National Representatives meeting was held 
independently of either working group meeting or IFIP Congress, namely in Jouy en 
Josas (near Paris). 

The ambitious, but highly successful, IFIP 1980 Congress was held later in the 
summer in Tokyo and Melbourne. TC8 had considered both venues to be 
unacceptably remote for what was at that time a rather Eurocentric TC8 National 
Representatives meeting. 

In 1981, TC8 elected to hold two National Representatives meetings. The March 
1981 meeting in London was held separately from any working group conferences. 

The September 1981 TC8 meeting was held in Budapest after the conference 
involving both working groups [4]. It was fairly well attended (the best so far) with 
14 National Representatives out of the 22 appointed in attendance. The meeting was 
a milestone in that a third TC8 working group 'was formed. It had the title "WG8.3 
Decision Support System". There was considerable debate about the establishment 
of this new working group, as members representing the two existing working 
groups felt that their "turf' was being threatened. 

WG8.3 held its first conference in 1982 in Laxenburg, Austria with the title 
"Processes and tools for decision support" [7]. WG8.1 actually held two working 
conferences in 1982, one on each side of the Atlantic. These were in New Orleans 
and in Noordwijkerhout in the Netherlands. This last conference was the first of a 
series of so-called CRIS conferences which were collectively part of an in-depth 
comparative review of information systems methodologies [9]. The TC8 meeting 
was held in Leiden in conjunction with the WG8.1 conference in Noordwijkerhout. 

In Zurich in March 1983, IFIP TC8 held its first two day National 
Representatives meeting. A significant part of the agenda was given over to a brain 
storming session reviewing the past, present and future of TC8's work. 

Two working conferences were also held in 1983. In July 1983, WG8.1 held the 
second in the CRIS series in York in the north of England, The title was 
"Information Systems Design Methodologies: A feature analysis" [10]. WG8.2 held 
its first working conference North America in the city of Minneapolis in August 
1983. The title was "Beyond Productivity: information systems development for 
organizational effectiveness" [11]. 

In September 1983, IFIP held its ninth World Computer Congress in Paris. It 
attracted 2300 participants fi-om 59 countries. However, it was possibly the first 
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congress at which one began to question why the organization of the technical 
program appeared to be so divorced from the Technical Committee structure. 

As a result of the free standing TC8 National Representatives meeting in Zurich 
in 1983, the Australian National Representative, Cyril Brookes, raised the question 
of whether it was meaningful to travel "half way round the world" to attend a two 
day business meeting. He offered that, in April 1984, the Australian Computer 
society would organize an open conference on information systems at which selected 
TC8 National Representatives would give presentations [12]. The TC8 National 
Representatives meeting would then be held in conjunction with this conference. 
(This formula was successful and was repeated in Australia in 1988 and in 1993). 

In 1984, a second TC8 National Representatives' meeting was held in London in 
September. In addition, both WG 8.3 and WG8.2 held working conferences in 
England that year. WG8.3 held a conference in Durham with the title "Knowledge 
Representation for Decision Support"[I3]. This was WG8.3's second working 
conference. 

WG8.2 held what proved to be a significant and seminal conference in 
Manchester with the very open title "Research Methods In information Systems" 
[14]. After the fact, it was agreed to have been significant in stimulating interest in 
the work of WG8.2, a fact which was celebrated 20 years later in 2004 with a WG8.2 
conference at the same location. 

For TC8, 1985 was a significant year in many ways. Again WG8.1 held two 
working conferences, one on each side of the Atlantic. The first was held in Sitges in 
Catalunia in April 1985 [14]. TC8 held its most controversial National 
Representatives meeting in conjunction with the Sitges working conference. 

The controversy was triggered by an invitation from the South African 
representative, Neil Duffy, based on the success of the Australian formula, to hold a 
subsequent meeting in South Africa. Several representatives stated that they could 
loose their job if they attended. Others argued IFIP should not be concerned with 
internal politics of a member nation and that such politics should not dictate IFIP 
related decisions. The compromise decision was that TC8 would lend its name to a 
conference held in Johannesburg and those TC8 representatives who wished to 
participate were free to do so, but there would be no TC8 meeting held in 
conjunction with the conference. (The conference was actually held in April 
1987[15].) 

Another item of significance in 1985 was the creation of a fourth working group, 
namely WG8.4 Office Systems. The creation process was started in Sitges. WG8.4 
held its inaugural working conference in Helsinki in October 1985 [16]. TC8 
National Representatives held a second meeting during 1985 in Helsinki in 
conjunction with that conference. 

The year 1985 was deemed to be the 10* anniversary of the founding of TC8. 
The anthology of selected papers presented at earlier working conferences vvas 
prepared with the three representatives who had so far held the position of TC8 chair 
designated as editors, namely Berje Langefors, Alex Verrijn-Stuart and Giampio 
Bracchi [3]. 

To complete this review of the "early years" with 1986, this was in some ways a 
significant year for IFIP itself. The then triennial IFIP Congress was held in Dublin 
Ireland in September 1986, although TC8 chose not to meet there. 
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The Irish Computer Society was the smallest ever to try to host an IFIP Congress. 
They were strongly supported by their national government and it was assumed that 
strong support would be forthcoming from their nearest neighbors, namely the 
United Kingdom. Sadly this was not the case and the Irish Computer Society 
sustained a significant and apparently unsustainable loss as a result of the congress. 

After three successive years (1983-85), each with two National Representatives 
meetings, TC8 held only one meeting in 1986 and this in Vienna in June and this was 
an independent meeting. Each of the four TC8 working groups held a working 
conference during 1986. Three of these conferences were held on different dates in 
the Netherlands at what was then a popular venue, namely Noordwijkerhout. The 
exception to this was WG8.4 which held its conference in Pisa in October. 

In 1986 and 1987, IFIP TC8 met each year. In 1988, there were two meetings, 
the first in Sydney using the Australian formula and the second in Egham in 
conjunction with a WG8.1 working conference. From 1989 onwards, TC8 has met 
on an annual basis planning its meetings in the IFIP Congress years 1989, 1992, 
1998, 2000 and 2002 in conjunction with the congress and in other years in 
conjunction with a TC8 working group activity. 

3 IT Development and its Impact on TC8 

As indicated in the opening section of this paper, TC8 Information Systems came 
into being in the mid-seventies. The organizational aspects of its conception and the 
development in the early years were described in the first half of this paper. It is now 
appropriate to look at the wider picture of information technology as it impacted on 
the formation and direction of TC8. 

Stored program computers had been under development and in practical use 
since 1948 [17]. Purpose-built computers which could perform a specific task (such 
as breaking enemy codes or calculating missile trajectories) were in use even earlier. 
Punched card equipment goes back even further in time. 

The years between 1948 and 1975 had seen a significant increase in the use of 
computers. Such use at the time was frequently categorized as either 
"administrative" or "scientific". The term "administrative" was preferred, 
particularly by civil service representatives, as more appropriate than the earlier and 
possibly limiting term "business". 

Scientists found it possible to get the computer to perform complex calculations, 
such as solving differential equations, finding the roots of polynomials or inverting 
matrices. 

Administrative uses involved performing much simpler calculations on higher 
volumes of data. Applications such as payroll, stock control and various kinds of 
accounting may be cited. 

In both cases, the emphasis was on doing a job and producing results for human 
perusal. The technology was limited (by today's standards). It was extremely 
expensive and required considerable office space. 

The IBM announcement in April 1964 [18] of a range of compatible computers 
which could be used for either scientific or business purposes had an enormous 
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impact on the computer manufacturing industry and in turn on the way people 
thought about the uses of computers. 

It is perhaps pure coincidence that, around the same time, the COBOL 
programming language was being increasingly accepted as some kind of lingua 
franca for administrative applications. COBOL (Common Business Oriented 
Language) was much derided for its wordiness, especially by workers in the field 
who were familiar with any kind of mathematical formulation of numeric variables. 

Whatever its faults, COBOL introduced the programming of administrative and 
business applications to a wider group of people. 

The early sixties turned out to be a productive time for significant developments 
in the computer field. The era of magnetic tape storage had long been the main 
means of storing large volumes of business data. When the magnetic disc made its 
appearance, it was inappropriately referred to as a "random access" storage medium. 
[19]. The faux pas was recognized and the term "direct access storage" came in to 
more widespread use. 

Direct access storage cried out for a more effective approach to storing and 
processing data than had been possible with magnetic tapes. The pioneer in this 
respect was Charles Bachman. Bachman was the first to recognize that data could be 
structured on direct access storage in such a way that ways of processing the data 
other than the established "sequential processing" were recognized. His approach led 
to use of the term "network structures" which were clearly more flexible than the 
limiting hierarchical structures possible with magnetic tape storage. 

With all this relatively new technology to be harnessed, there was a move 
towards computer applications which were more powerful and more flexible in 
several ways. Firstly, the separation between data and programs (initiated in COBOL 
with its Data Division and Procedure Division) became more significant. The satne 
data could be used in different ways by different programs. It was possible to modify 
data without having to make otherwise unnecessary changes to the programs which 
used that data. 

Another development was the recognition that the perception of data could and 
should take several forms. Since the advent of stored program computers, data had 
been defined in the way it was being represented in storage. However, the new kinds 
of uses needed to take account only of the logical view of the data and preferred not 
to be aware of the complexities of the representation in storage. This split was 
reflected in the acceptance of the terms "datalogical" and "infological" introduced by 
TC8's first chairman Borje Langefors [20]. 

It is also useful to reflect on the evolution of the term "information system". The 
difference between "data" and "information" is an old chestnut in the IFIP 
environment. TCl's epoch breaking reference book entitled "IFIP/ICC Vocabulary 
of Information Processing" published in 1966 [21] distinguished between the two 
terms. "Data" is defined as "a representation of facts or ideas capable of being 
communicated or manipulated by some process". "Information" is defined as "the 
meaning that a human assigns to the data by means of the known conventions used in 
its representation". For the record, the term "information system" was not defined in 
this vocabulary. 

The term "management information system" was in use long before it was 
broadened to "information system". There is an item of folklore which suggests that 
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the term "management information system" was created by an IBM salesman who 
was selling an IBM 1401 to client management. "This machine", he said proudly, "is 
a management information system"! 

Evolutionary thought dictated that terms used should be as broad as possible. The 
"management information system", whatever it was, should not necessarily be 
limited to "management" (even though it provided a useful sales pitch to 
management). Hence, the term "information system" came into use. 

However, the term was too simple and too obvious not to have been used in 
other contexts. For example, the proceedings of the IFIP Congress 65 held in New 
York City [22] contain a section heading for a special session entitled "Design of 
Information Systems". The four papers in that section were not what TC8 would 
subsequently have considered relevant to its interests. 

A conference organized jointly in Rome in 1967 by IFIP and FID (Federation 
Internationale de la Documentation) contained a paper entitled "A system to manage 
an Information System" by D. Hsaio and N.S. Prywes [23]. The opening sentence 
reads : 

"An information system, as considered in this paper, consists of a network of 
computers with their related information bans and of consoles that are all 
interconnected by communication lines." 

Clearly the term "information system" was perceived in the sixties and early 
seventies as one which could be given a multitude of interpretations. It is probable 
that the interpretation which the term was being given in other natural languages 
such as French, Dutch, German and all three varieties of Scandinavian, was closer to 
the usage which was chosen by the founding fathers of TC8. Apparently, the 
acceptance of the name for the technical committee was criticized by IFIP General 
Assembly members as being too broad and too much of a "catch all". 

Somehow the name has survived and there has never been an attempt to change 
it. This is more than can be said for the names of some of the TC8 working groups. 
However, the name for an IFIP Technical Committee is of necessity a capacious 
umbrella, under which many more specific names must be able to shelter. 

4 Conclusions 

In conclusion, it is useful to review TCS's thirty year history. From the ten year old 
of 1986, it has matured to the 30 year old of today. There are now seven working 
groups - numbered WG8.1 to WG8.6 and most recently WG8.8. 

Subsequent to the initial decade of TCS's life discussed in the first part of this 
paper, TC8 approved the creation of WG8.5 "Information systems in Public 
Administration" in 1988 and WG8.6 "Transfer and Diffusion of Information 
Technology" in 1994. 

TC8 created WG8.7 "Informatics in International Business Enterprises" in 1996 
but had the courage of its convictions to close it down in 2000 when it realized 
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that the group was not active in any way and not responding to any contacts from 
TC8 officers. 

TC8 created WG8.8 "Smart Cards" in 2001. This group provides a home for an 
annual conference called CARDIS which focuses on smart card research and 
applications. This group has a broadening effect on TC8's scope of activity. 

The future of TC8 seems fairly secure. Information systems after 30 years is a 
much changed and much broader area of interest than it was in 1976. TC8 has 
established a modus operandi within the overall framework of IFIP activities which 
seems set to ensure its survival for another 30 years! 
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1 Introduction 

In an organization of any size, there is an organization function responsible for the 
technology, activities and personnel to support its technology-enabled work systems 
and the information and communication needs of the organization. There is an 
academic discipline that teaches those who build, acquire, operate and maintain the 
systems and those who use the systems. Both the organization function and the 
academic discipline have developed over a period of 55 years (but primarily in the 
last 40 years). 

There have been two fundamental forces driving the formation of a new 
organization function and the new technology-enabled systems in organizations. 
One is the availability of powerful computer and communications technology; the 
other is the desire of organizations to use the capabilities in organization work. The 
result has been revolutionary as new capabilities and new affordances have been 
applied to the activities of organizations. A new academic discipline has emerged. 
This period of rapid innovation in organizations has resulted in successes, 
challenges, failures, and surprises. 

I have been a participant and an observer of this period of change. The paper will 
survey key developments (from my perspective) that have brought us to the present 
conditions in use of information and communications technology in organizations 
and the current status of the academic discipline. I will note the role of IFIP TC8 
(Information Systems). It has been important in several key developments, but not in 
all of them. I will identify some of my observations about the value added by TC8. 

Please use the following format when citing this chapter: 

Davis, G.B., 2006, in IFIP International Federation for Information Processing, Volume 214, The Past and Future of 
Information Systems: 1976-2006 and Beyond, eds. Avison, D., Elliot, S., Krogstie, J., Pries-Heje, J., (Boston: Springer), 
pp. 11-25. 
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We are perhaps at a critical juncture. There are both negative and positive forces 
affecting the future. The question is how to respond to them. To ensure a productive, 
viable future for the organization function and academic discipline, both those in the 
organization function and those in academia need to be proactive. In this paper, I 
summarize some thoughts on the future of the academic field and what it should do 
to ensure its future. 

Many of the ideas in the paper have been formulated over the last 40 years. They 
are based on my experiences and discussions with a large number of colleagues. I 
paraphrase or reuse ideas from papers I have written that have been published in 
proceedings. Two of my papers that were especially significant sources in preparing 
this overview paper are [1,2] . Much of my experience was rooted in the MIS 
program at Minnesota founded by me, Gary Dickson, and Tom Hoffmann in 1968. 
See also [3,4] 

The paper begins with some definitions, summarizes some key historical events 
related to the field including some comments about the delay in establishing 
information systems compared to establishing computer science, key factors in the 
emergence of an international community for information systems as an academic 
discipline, the role of IFIP and TC8 (Information Systems) in nourishing the new 
academic discipline, and thoughts about the future of the academic discipline and 
what needs to be done to secure its fijture. 

2 Definitions 

In organizations, the term Information System (IS) or some equivalent label refers to 
both: 

• the systems that deliver information and communication services to an 
organization 

• the organization function that plans, develops, operates, and manages the 
information systems 

The IS function may be organized as a separate organization fimction with a high 
level executive with a title such as Chief Information Officer (CIO), or it may be 
organized as a unit under an operations or financial executive. Because of the use of 
information and communications technology, the function and its services is often 
referred to as Information Technology or IT. 

There are four important parts of the organization function for information 
systems, and these parts are found in the research and teaching activities of the 
academic discipline. These can be characterized as IS management, infrastructure, 
systems acquisition and support, and databases. 

• The management, personnel and operations of the function. This includes 
planning and co-alignment of information system strategy and organization 
strategy and the evaluation and justification of organization investment in 
IS. 

• Planning and implementing an infrastructure of hardware, system software, 
and enterprise systems. 
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• Building or acquiring, implementing, and supporting systems. This includes 
tailoring enterprise software to fit user needs and individual applications for 
individuals, groups, and functions. It also includes ongoing support and 
maintenance. 

• Designing, building, and maintaining internal databases and access to 
external sources of data. 

The name for the infonnation systems academic discipline more or less mirrors 
the organization use. Note that I refer to the "academic discipline" and "academic 
field", using the terms as equivalent. Some of the names that are used for the 
discipline are: 

• Information Systems 
• Management Information Systems 
• Information Management 
• Management of Information Systems 
• Informatics (usually modified by organization, administration, or similar 

terms) 

Some academics have argued for the use of Informatics instead of Information 
Systems as the general name for the academic discipline. It seems to be a broader 
term. However, it is difficult and probably unnecessary to change common usage. 
As a historical note, in the early 1970s, some of us proposed to use Informatics, but 
in the USA the name was copyrighted by a firm that threatened to prevent its use on 
journals, etc. The firm no longer exists. 

The domain of the academic discipline of information systems seems very broad. 
The reason for the broad domain is the fact that support and services are being 
provided to different functions and activities in the organization and also to 
customers and suppliers. The domain of information systems can be described as: 

• The core knowledge that is fundamental to information systems in 
organizations. This core knowledge includes modeling of organization 
transactions and behaviors, modeling of data and design of databases, and 
systems concepts (including socio-technical systems). 

• Knowledge of the activities, operations and management of the information 
systems function. The activities assume understanding of communications 
and information processing technologies. 

• Knowledge of the applications and services provided to individuals, groups, 
and functions in the organization. This domain is shared with the users of 
the applications and services. 

Two critical features of Information Systems as an academic field today are its 
organizational context and its international orientation. Computers and 
communications may affect many fields of study within the university that do not 
have an organization context. Examples are medical informatics, educational 
technology, etc. However, infonnation systems, as an academic discipline, is tied to 
the use of information and communications technology in organizations. This is true 
even if the discipline is positioned outside a school of organization studies. The 
second feature of the field is its international orientation. Most academic disciplines 
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within the broad field of organizations, management, or economic sciences 
developed within the context of a country or a region. Examples are accounting, 
marketing, and industrial relations. They are working to be international. The 
academic discipline of information systems became international very quickly and 
has maintained that outlook. 

3 Historical Development 

Computing (Computer Science) developed as an academic field of research and 
degree programs much more quickly than information systems. It developed within 
the academic context of engineering or mathematics. Academic researchers 
developed computing devices during the 1940s for use in code breaking. In the last 
half of the 1940s, many university research groups were engaged in building one-of-
a-kind computers to test various ideas on design. By 1951, the UNIVAC I was 
available as a commercial computer and the LEO computer, developed by the Lyons 
Tea Company and Cambridge University, became operational. Scientific 
organizations for computing were organized in several countries. There were 
enough computing organizations that IFIP was organized in 1960 as an international 
federation of computing societies. 

Unlike computing, information systems as a separate subject took a number of 
years to emerge. Although many universities throughout the world had individual 
researchers engaged in research and teaching relative to information systems, the 
academic homes for these pioneers varied considerably. Three events illustrate the 
delay in formation of a formal field of study and research: the first professor was 
1965, the first formal program was 1968, and it was not until 1976 that IFIP 
organized TC8, recognizing information systems as a separate field within 
computing. 

A few dates mark some noteworthy events leading to recognition of information 
systems as a separate field within the broad range of computing disciplines. Any 
person engaged in historical research knows that it is not easy to identify the "first" 
person or organization that did something important. There were usually many 
persons or organizations working on the problem or initiating the changes, and the 
ones identified in the literature are among the pioneers but not necessarily "the first." 
Given that caveat, the following are some interesting "firsts." 

First business use of computers in UK (the LEO computer); first use by 
Census Bureau in USA of the UNIVAC I 
First business use of a commercial computer in USA by GE (UNIVAC 
I) 
First speculation of importance to business of computers in Harvard 
Business Review 
Forming of International Federation for Information Processing (IFIP) 
Borje Langefors appointed as professor (joint chair at the Royal Institute 
of Technology and the University of Stockholm) in Information 
Processing, with special emphasis on Administrative Data Processing. 
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• First formal MIS academic degree programs in the USA (M.S. and 
Ph.D.) at University of Minnesota. 

• Establishment of organization for information system executives 
(CIOs); first called Society for Management Information Systems and 
now Society for Information Management (SIM) 

• Establishment of IFIP technical committee on information systems 
(TC8) 

• The journal MIS Quarterly started at the University of Minnesota (but 
not the first journal in the field) 

• First International Conference on Information Systems (ICIS) 
• Formation of Association for Information Systems (AIS) as an 

international academic organization with an international governance 
structure. Merger in 2001 of AIS and ICIS. AIS alliances with regional 
conferences in Europe, Asia, and America (ECIS, PACIS, and AMCIS). 

In my view, the delay in recognition of information systems as a separate 
computing discipline and an important field in management and organizations was 
caused by three major factors: the time lag between the introduction of computers 
and the recognition of an interesting, important IS organization function and 
interesting, important IS research issues; the diverse backgrounds of academic 
researchers with interests in information systems and conflicting loyalties with 
existing academic/professional societies; and conferences and journals that accepted 
IS research results. These issues explain much of the delay, but strong informal 
networks of academic colleagues were emerging and would finally lead to a strong 
IS academic community. 

• The time lag between the introduction of computers and the recognition of 
an interesting, important organization function and interesting, important IS 
research issues. Punched card data processing was not an interesting 
academic subject for teaching or research. Early use of computers focused 
on simple transaction processing, so it didn't look interesting. What was 
interesting was the possibility of improved analysis, improved managerial 
reporting, and improved decision making. As organizations developed and 
implemented computer-based data processing systems, they experienced 
many interesting methods problems such as requirements determination, 
development methodologies, implementation, design of work systems, and 
evaluation. 

• The diverse backgrounds of academic researchers with interests in 
information systems and conflicting loyalties with existing 
academic/professional organizations. Early academic researchers came from 
a variety of backgrounds such as management, accounting, computer 
science, and management science. There was no sense of urgency to 
establish a new academic discipline since doctoral students in the 1960s 
who were interested in information systems took doctorates in these 
existing subjects. It was not until 1968 that the first formal doctoral program 
in information systems in North America was established at the University 
of Minnesota (along with an MIS research center). 
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Conferences and journals that accepted IS research results. Given the 
diverse backgrounds of researchers and the diverse department affiliations, 
the early researchers looked to their home discipline for opportunities to 
present and publish their work. Several organizations formed special 
interest groups around the issues of information systems and sponsored 
conferences and IS conference tracks within their regular conferences. 
Because there were existing conferences and publishing outlets for IS 
research, there was limited urgency to establish a separate academic 
discipline with its own conferences and journals. 

4 International Differences in the Development of an 
International Discipline 

Even though there is today an international discipline of information systems with 
broad acceptance of the major research themes and research methods, there were 
some regional differences in emphasis in the development of academic research. All 
major topics related to information systems were being developed in all countries, 
but the level of interest and the level of activity were different 

Research on the four parts of the organization function (IS management, 
infrastructure, systems acquisition and support, and databases) do not differ 
significantly across the world. However, in the early development of the IS 
academic discipline, there were differences in the kind of research that was most 
prominent in the regions. 

• The early work on development methods was dominated by European 
researchers. In the IFIP TC8 WG8.1 series of working conferences on 
methods, most of the contributions were by Europeans. There were 
some USA researchers, especially on automated development methods 
(e.g., Daniel Teichroew). 

• There were a variety of early studies on management of the IS function 
including the management of personnel and operations. These tended to 
come from North America with Harvard and MIT providing significant 
inputs. Two noteworthy examples were Nolan's stage theory for 
managing the function and the Harvard studies on competitive 
advantage through information systems. 

• The most powerful and insightful early research on evaluation of 
technology-enabled systems was done in the UK and Scandinavia by 
researchers based on socio-technical concepts and organization 
behavior. Notable were researchers associated with WG8.2 such as Enid 
Mumford. 

• The use of information systems to improve management was a common 
topic. The period of emergence of computers was also a period in which 
management science and operations research were applying new 
quantitative methods to management. Some of the strongest early 
research was on use of models that depended on computers and on 
decision support systems. This research had strong beginnings in MIT 
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and other Noilh American universities. There was significant 
experimental research, dominated in the early stages by North American 
academics, into cognitive style as a basis for the design of management 
reports and other decision support. 
The incidence of different research methods was somewhat different by 
region in the early development of the discipline. Positivist methods 
emphasizing analysis of data were dominant in North America; 
interpretive methods were more accepted in Europe. Design science 
methods involving the building of artifacts were used more commonly 
in Europe. 

5 Some Important Developments or Events Supporting the 
Emergence of an International Academic Discipline of 
Information Systems 

In explaining how it happened, I believe there were seven critical events or 
developments that made it possible to have an international academic discipline for 
information systems. These are the development of computing devices and computer 
science, the use of English as the common language for computing-related 
disciplines, the formation of the International Federation for Information Processing 
and its Technical Committee 8 (Information Systems), international efforts by 
scholars in several countries, locating the IFIP TC8 working conferences 
internationally, the founding of the International Conference on Information Systems 
(ICIS), and the founding of the Association for Information Systems (AIS) with an 
international governance structure. 

1. Development of computing devices and computer science 

Without the development of computing devices, information systems would not have 
become a field of study and research. It was also necessary to have academic interest 
and research in the hardware and software that would be employed in information 
systems. 

After World War II, there was interest in many universities around the world in 
the design and development of computing machinery. The community of researchers 
shared designs and experiences, so the development of computing machinery was an 
international effort. Very early in this period of development. Computer Science 
societies were established by a combination of academics and practitioners. Each 
country tended to have its own organization. Computer Science as an academic 
discipline provided for academic research and teaching in algorithms for computing, 
system software, software development methods, and data base methods. These were 
important in providing scientific support for the tools and methods needed by 
information systems. 

2. The use of English as the common language for computing-related disciplines 
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A common language is very important in building an international community of 
scholars in a discipline. Greek, Latin, German, and French have provided such a 
common language for various communities at different times in history. The 
development of computers, although occurring in different countries, had major 
developments in the USA and the UK. This encouraged the use of English as the 
language for the computing field. As will be noted later, English was adopted as the 
language for the International Federation for Information Processing (IFIP). At the 
same time, there was a general recognition by scholars and business leaders of the 
value of an international language. English became the common language of 
international commerce and of research and education in many fields. 

The common language of English has meant that international conferences on 
computing and information systems can be held at almost any location in the world, 
research is freely exchanged across boundaries, and textbooks and trade books are 
made available internationally. 

3. The formation of the International Federation for Information Processing (IFIP) 
and its Technical Committee 8 (Information Systems) 

In the early development of computing and its use in organizations, national 
organizations were forming, but there was no accepted international forum. The 
United Nations provided the impetus for the formation of an international 
information processing organization. UNESCO sponsored the first World Computer 
Conference in 1959 in Paris (eight years after the first commercial computer). This 
was followed by the organization in 1960 of the International Federation for 
Information Processing (IFIP) as a society of societies. 

Technical work, which is the heart of IFIP's activity, is managed by a series of 
Technical Committees (TCs). Each member society (usually identified with a 
country) may appoint a representative to the governance committee for each 
technical committee. There are currently 12 technical committees. Each technical 
committee forms working groups. Individuals throughout the world may be members 
of a working group by demonstrating interest and continuing activity in the work of 
the group. In other words, the main scientific work of IFIP is accomplished by 
individuals without regard to country or other affiliation. The governance is 
organized to involve the societies that belong to IFIP (which for the most part are 
identified with countries). 

The IFIP technical committee of interest in this view of the development of an 
international academic discipline is TCS (Information Systems). It was established 
in 1976. Its aims are to promote and encourage the advancement of research and 
practice of concepts, methods, techniques, and issues related to information systems 
in organizations. Note that it was formed 25 years after the first use of computers in 
business. It currently has seven working groups. 

• WG 8.1 Design and evaluation of information systems 
• WG 8.2 Interaction of information systems and the organization 
• WG 8.3 Decision support systems 
• WG 8.4 E-business: multidisciplinary research and practice 
• WG 8.5 Infonnation systems in public administration 
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• WG 8.6 Transfer and diffusion of information technology 
• WG 8.8 Smart cards 

The working groups of TC8 reflect some fundamental IS issues (WG8.1 on 
design and evaluation and WG8.6 on diffusion of IT innovation), the IS context 
(WG8.2 on interaction with organization and WG8.5 on public administration), and 
significant IS application areas (WG8.3 on decision systems, WG8.4 on e-business, 
and WG8.8 on smart cards). 

TC8 was important in helping to build an international community. Its first 
chairman was Borje Langefors of Sweden. It started as somewhat Europe-centric but 
rapidly expanded to worldwide participation. I personally observed the building of 
that community. I was the second United States representative to TC8 and remained 
in that position for 20 years. I served as Chair of TC8 for two terms. 

4. International efforts by scholars in several countries 

It is difficult and somewhat dangerous to start mentioning specific names of 
important innovators and contributors. Even a casual reading of the history of 
inventions shows again and again that important innovations are "in the air." Several 
people are working on the same problem and coming to the same solutions, but one 
or only a few are recognized as the inventors. In the case of information systems as 
an academic discipline, there are a number of people who were critical in developing 
the field. These pioneers worked not only in their home countries but also in 
international organizations. They met at international conferences, took trips to 
become acquainted with what was happening in other places, and hosted visitors. 
They were founders and builders of the international societies that nourish the 
discipline today. The Association for Information Systems has recognized 13 of 
these by giving them the LEO award for lifetime exceptional achievement in 
information systems and 36 of them as AIS Fellows. 

5. Locating the IFIP TC8 working conferences internationally 

A strong comparative advantage of TC8 is its ability to draw together academics 
and other researchers in information systems from different countries and diverse 
cultural and academic backgrounds. The working group conferences became a 
vehicle for building an international network of scholars, both by the subjects of the 
conferences and the locations. 

An example of how this has worked well is Working Group 8.2 on information 
systems and organizations. It is the group I worked with most, so my view is biased. 
This group now has an equal number of European and North American members 
plus members from other regions. The conference venues rotate in order to involve 
more researchers. 

A very important conference in building the international community was the 
IFIP WG8.2 1984 Manchester Conference on information systems research methods 
(E. Mumford, R. Hirschheim, G. Fitzgerald, and T. Wood-Harper, 1985). 
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The reason I count this conference as very important is its role in opening up the 
discussion of the different research paradigms. Most of the researchers in North 
America at that time tended to emphasize a positivist approach to research with 
experiments, surveys, hypothesis testing, and so forth. Many of the Europeans were 
doing post-positivist, interpretive research. The conference opened the minds of 
many of the conferees and helped open the field of information systems to a variety 
of research paradigms. Currently, there is reasonable, international acceptance of the 
following: 

• Positivist, hypothesis testing, data-based research 
• Interpretive research including research based on case studies 
• Design science research 

The IS research literature clearly defines the first two; the third is less well 
defined. Design science research (the term used by Smith and March) is based on the 
research paradigms of engineering and Computer Science. In design science, 
designing and building a new, novel artifact such as a computer application program, 
development methodology, or model is a contribution to knowledge. In general, 
information systems research publications have expected that an artifact will not only 
have been built but will also be tested to demonstrate proof of concept or value of the 
artifact. See [5,6] 

6. The founding of the International Conference on Information Systems (ICIS) 

As mentioned previously, early researchers in information systems had 
disciplines to which they belonged. Their conferences often provided opportunities 
to present information systems research. This was especially true of management 
science, operations research, and decision sciences. The IFIP working groups on 
information systems focused on information systems but tended to be around narrow 
topics. There was no general, well-accepted, high quality information systems 
conference. 

The first Conference on Information Systems (later renamed as the International 
Conference on Information Systems or ICIS) was held in 1980. A major sponsor was 
the Society for Information Management, a society for CIOs. ICIS began as a North 
American conference but grew quickly to a high quality international conference. It 
was held in Copenhagen in 1990 and has been held outside the United States almost 
half of the time in the past 12 years. A major feature is a high quality, invitational 
doctoral consortium with a mix of doctoral students from different countries. 

There has existed a very open attitude at ICIS to subgroups within the field. 
Several subgroups hold conferences immediately preceding or immediately 
following ICIS. Examples are the Workshop on Information System Economics 
(WISE), the Workshop on Information Technology Systems (WITS), IFIP WG8.2, 
and several others. 

7. The founding in 1995 of the Association for Information Systems (AIS) with an 
international governance structure 
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From the time of the first ICIS in 1980, there had been discussion of a new 
international organization devoted exclusively to the academic field of information 
systems. A poll of those attending IClS in 1989 showed that academics were about 
evenly split on the issue. It became more and more evident that the lack of a single 
organization resulted in a lack of a strong voice in matters affecting the field. 

The Association for Information Systems was formally established in 1995. The 
governance structure was designed to create a truly international organization. The 
position of president rotates among three regions: Americas, Europe-Africa, and 
Asia Pacific Area. AIS has grown to include close to 50 percent of faculty members 
worldwide. 

AIS has allowed the field to concentrate and rationalize many of its resources. 
There has been an amalgamation of ICIS into AIS. It has taken over responsibility 
for preexisting assets of the field such as the Directories of IS Faculty, the past 
proceedings of ICIS, doctoral dissertation lists, survey of salaries for new hires, etc. 
It has created chapters and special interest groups. It maintains loose ties with many 
conferences and organizations that existed prior to its formation. AIS provides 
sponsorship support and doctoral consortia support for the three regional IS 
conferences. 

AIS has two electronic journals: Communications of the AIS (CAIS) for 
communications about pedagogy, curriculum, and other issues in the field and 
Journal of the AIS (JAIS), a high quality academic journal. AIS entered into a 
partnership with The MIS Quarterly to provide this well established journal 
electronically to its members. 

Information systems as an academic discipline clearly began in the developed 
countries. Many in the field have been concerned about reaching out to developing 
countries. IFIP has sponsored conferences in developing countries. AIS has initiated 
programs to make conferences available and less costly to faculty from developing 
countries. Since the cost of journals is a major impediment to developing countries, 
AIS has an outreach program that provides access to its e-joumals, its proceedings, 
and the MIS Quarterly at a very nominal cost. 

The Role of IFIP and TC8 in the Development and Nourishing of an Academic 
Discipline of Information Systems 

By its very nature, IFIP did not contemplate the development of an academic 
discipline of computer science, computer engineering, information systems, etc. 
Rather, as a society of societies, it was to encourage international interaction and 
working conferences that would bring together participants from across the world. 
IFIP had a strong advantage in encouraging international cooperation and 
international workshops and conferences. This advantage stemmed from its role as a 
society of societies not identified with any one country. 

IFIP had one very important weakness. It disseminated conference proceedings 
through high cost books marketed through a commercial publisher. Royalties 
provided significant revenues to IFIP, but it made the proceedings too costly for 
individual purchase. Sales were very low, primarily to libraries and to conference 
attendees. Recently, IFIP indicated proceedings are available online without cost 
through Springer.Com. On April 6, 2006, I examined the website and found 37 
proceedings available online without cost. This may change the dynamics of 
distribution and improve use of IFIP proceedings 
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The real work of IFIP is at the Working Group level. The Technical Committee 
coordinates the working groups and provides some oversight. It also sponsors some 
conferences. The question is the role of TC8 in encouraging the development of an 
academic discipline. I doubt than anyone in TC8 thought of its role in this way. They 
tended to think of encouraging international cooperation on important topics within 
the domain of information systems. They have done this very well but have tended 
to involve fairly small groups rather than large conferences. 

Would TC8 have been a viable home for an international information systems 
academic society such as AIS? Probably not! IFIP was not designed to accomplish 
the task. The IFIP publications policy did not contemplate such an association. It 
would have embedded the IS group within a larger organization, and the community 
felt the need to be more visible and more independent. 

Even though TC8 was not a suitable sponsor for an international academic 
society, the influence of TC8 working groups has been significant. This has been 
especially true of WG8.2. Its perspectives on important topics such as research 
methods, socio-technical systems, different views of systems, etc. have made an 
impact on the larger (perhaps more traditional) community. 

6 The Future of Information Systems as an Organization 
Function 

The future of information systems as an academic ftmction is directly related to the 
future of the organization function. The reason for this strong connection is that a 
vital IS function provides employment for graduates of IS programs and provides 
interesting problems for research. An important organization function provides good 
evidence for the importance of the body of knowledge for IS academic activities. 
This section summarizes arguments in Davis et al., 2005. More detail can be found in 
that reference. 

Information systems are an area of ongoing, major investment by organizations. 
The systems provide economic benefits and when combined with other organization 
systems may provide competitive advantage. Failure to employ information 
technology effectively may lead to significant organization risks and failures. 
Arguments that information systems can be outsourced may be applicable to a few 
activities but even if outsourced, they must be managed by an IS function. 
Arguments that information systems do not provide competitive advantage because 
technology can be easily acquired fail because the competitive advantage is not in 
the technology but in the technology-enabled systems as they are incorporated in the 
organization systems. 

7 Issues about the Future of Information Systems as an 
Academic Discipline 

Conditions for computer science and information systems education differ 
significantly by region and by country. In North America, there has been a dramatic 
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drop in enrollments and faculty positions (although there are some signs that these 
are improving.) This downturn may be associated with unique conditions or it may 
signal an emerging enrollment problem everywhere. 

One of the good effects of a downturn is that it causes an academic field to 
examine itself. The results are discussion about some critical issues that need to be 
resolved. Extreme pessimists may say that the outcome of the downturn will be the 
demise of the academic field. They make four arguments: recent drops in IS course 
enrollment, resistance to IS instruction for all students, resistance to IS as an 
academic field based on diversity or lack of coherence in research, and resistance in 
some universities to IS as a new academic discipline. 

Drops in enrollment frequently reflect employment bubbles and changes in the 
employment market rather than fundamental changes in the nature of the 
organization fimction and the need for employment. The phenomenon of enrollment 
drops has happened in other fields, and they have stabilized after the market adjusts. 
The resistance to a first course for all students may reflect a need for a better course 
and also the ongoing pressure to reduce required courses. The remedy for a better 
course is in our hands; the pressure to reduce required courses can be negotiated if 
the course has high value. Diversity in research can be a weakness, but in the long 
run, it is probably a strength. It is not surprising that some established schools resist 
a new field, but it may not reflect on the value of the field. Innovation often comes 
from schools that are not comfortable and secure in their current position; schools 
with entrenched reputations often spurn innovation. 

The future hinges externally on the vitality and importance of the information 
systems function. There is reason to view it optimistically. A vital, important 
fiinction means employment and research opportunities for the IS academic 
discipline. There are opportunities to study and explain the organization, rolps, 
duties, and operations of the IS function. All students in organization studies need to 
understand the IS fimction and its role in organization systems. This need provides a 
strong basis for the IS academic field. Most of the concerns about the academic field 
and its place in academia can be dealt with by the field itself In the midst of 
concerns about the fiature, the IS academic faculty should keep in mind the 
comparative advantage of IS within the business and organization schools. 

8 Comparative Advantages of IS as an Academic Discipline 

In any discussion of the future and what is possible or likely, it is usefiil to 
understand not only weaknesses but also strengths and comparative advantages 
relative to competing fields. Within the broad academic area of organization studies, 
the IS academic discipline and IS faculty possesses several comparative academic 
advantages. 

1 The IS academic field understands the IS organization function and what it 
does that is vital and important. Therefore, the IS field has a comparative 
advantage in teaching and researching the body of knowledge associated with 
the fimction. 
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The IS academic field has a comparative advantage in its depth knowledge of 
technology-enabled organization systems. These systems are critical in modem 
organizations. The body of IS knowledge includes analysis of requirements, 
acquiring systems, operating the technology and support systems that provide 
services, and making sure the systems are available and secure. The trend 
toward integration internally and with suppliers and customers increases the 
importance of these system activities. 
The IS academic field has a comparative advantage in its level of 
understanding of systems and systems thinking. Faculty members in other 
fields know something of systems but it is generally not central to their 
teaching or research. Students studying for work in organizations are trained in 
analysis, but they have virtually no training in systems concepts and systems 
thinking. This may be one of the most important deficiencies in their 
preparation. The IS function is prepared to correct this deficiency because 
systems thinking and systems concepts are central to the IS field and the 
design, implementation, and use of technology-enabled systems. 
The IS field has a comparative advantage in modeling organizational behavior 
and data. The reason for this advantage is the centrality of this modeling to the 
design and implementation of systems and the use of databases by organization 
systems. 

9 Recommendations for Securing the Future 

Having described some issues and concerns and the comparative advantages of IS 
as an academic discipline, five recommendations are proposed for actions that will 
make a difference. These are explained in more detail in Davis et al., 2005. 

a. Be proactive in defining our domain and articulating the importance of 
its parts. 

b. Be aggressive in research and teaching at the fuzzy boundaries of 
applications with shared responsibilities. Every new IT-enabled 
organization work system is an opportunity for research. 

c. Add real value to students in IS courses. 
d. Be proactive as IS faculty members in keeping current on relevant 

technology and practice. 
e. Be aggressive in adding value to IS practice and producing graduates 

prepared for a productive career. 

A comment about recommendation 3 that we add real value to students in the IS 
courses. This appears to be difficult for non majors. In thinking about this issue, I 
think the answer is that these students should learn to do things that they can apply 
for years into the future. Examples are: defining requirements for an information 
system application; examining an existing system to evaluate its value and its 
deficiencies; evaluating quality, error-prone and error-prevention features of a 
system; and working with a system development project team. They need to be 
exposed to system concepts and socio-technical concepts. They need simple, useful 
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frameworks for making sense of the systems they will encounter and the systems 
they will specify. They need to be able to understand how to think about new 
technologies and the affordances they offer and to envision new applications. 

10 Summary and Conclusions 

The purpose of this paper was to organize and present some of my thoughts, based 
on my experiences in developing the new IS academic discipline, with the objective 
of helping others to think about these issues. I often am asked why it happened the 
way it did. I provided the basis for my response. I am also asked what will happen 
in the fiiture. I am an optimist, so my views are biased toward a favorable outcome. 
I explained the basis for my concerns and the basis for my optimism. I concluded 
with some prescriptions for things that need to be done to secure the future of the 
academic field. 
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Abstract. For the past 30 years and more, Information Systems Development 
(ISD) has been at the heart of the study and practice of Information Systems 
(IS). This paper examines the history of ISD methodologies and looks at some 
of the trends and issues concerning ISD, and shows how these have been 
reflected in methodologies and how organizations use (or do not use) them. 
Discussion of the present state of the field is followed by a discussion of 
possible future directions. 

1 Introduction 

In this paper we celebrate the 30* anniversary of IFIP Technical Committee 8, 
which through its working groups (especially, but not limited to, WG 8.1 and WG 
8.2) has put ISD amongst its major work and contribution. We also reflect on the 
coincidental publication of the 4th edition of [1], a book which has a history of 
merely 18 years. These reflections enable us to build on and bring up to date our 
short Communications of the ACM paper [2] to examine the history of 
methodologies for ISD as well as reviewing the current position and suggesting 
some pointers to the future. 

Systems development activities have been around for as long as computers but 
although the development of technology has been phenomenal, the development of a 
generally-accepted systematic approach or approaches to utilize that technology 
effectively has been slower and this may have been to some extent a limiting factor 
on the speed of progress in the use of the technology. In some other practical 
domains there is a 'one correct way of doing something' - why has this not been the 
same for ISD? 
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This paper examines some of the trends and issues related to ISD over time. We 
identify four eras: pre-methodology, early methodology, methodology and post-
methodology. This could be perceived as a 'maturity model for ISD' as some 
organizations may be in different stages in the same countries, whereas different 
countries may be in general in front of or behind others. Thus it is risky, if 
appropriate at all, to put actual dates on the 'eras' as they are more stages of ISD 
practice. Nevertheless we do suggest approximate decades in which each was at the 
fore in North America, Europe and Australia. The current era has been one of the 
most difficult to deal with as it is not at all clear how it will pan out. Unlike for 
previous eras, we do not have the benefit of hindsight. However, it would appear 
that the period is perhaps surprisingly one of much greater stability - methodologies 
are not being invented (or reinvented) as before, many methodologies discussed in 
previous eras do not now have much following in practice and there is some 
consolidation in the field. Where development is not outsourced in some way, there 
is emphasis on approaches which aim at developing a product with greater speed 
and flexibility. 

2 Pre-Methodology Era 

Early computer applications, up to around the time TC8 was established, were 
implemented without an explicit ISD methodology. We thus characterise this as the 
pre-methodology era. In these early days, the emphasis of computer applications 
development was on programming. The needs of the users were rarely well 
established with the consequence that the design was frequently inappropriate to the 
application needs. The focus of effort was on getting something working and 
overcoming the limitations of the technology, such as making an application run in 
restricted amounts of memory. A particular problem was that the developers were 
technically trained but rarely good communicators. The dominant 'methodology' 
was rule-of-thumb and based on experience. This typically led to poor control and 
management of projects. For example, estimating the date on which the system 
would be operational was difficult, and applications were frequently delivered late 
and above budget. Programmers were usually overworked, and spent a large 
proportion of their time correcting and enhancing the few applications that were 
operational. These problems led to a growing appreciation of the desirability for 
standards and a more disciplined approach to the development of IS in 
organisations. Thus the first ISD methodologies were established. Although this era 
was common in many large European and North American organizations of the 
'60s, the characteristics can be seen in some companies developing applications on 
PCs nowadays. 

3 Early Methodology Era 

As a reaction to the failings of the pre-methodology era: 
I. There was a growing appreciation of that part of the development of the system 

that concerns analysis and design and therefore of the potential role of the 
systems analyst. 
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2. There was a realisation that as organisations were growing in size and 
complexity, it was desirable to move away from one-off solutions to a particular 
problem and towards more integrated IS. 

3. There was an appreciation of the desirability of an accepted methodology for the 
development of IS. 
These reflections led to the evolution of the Systems Development Life Cycle 

(SDLC) or waterfall model as the approach to develop IS. This was an early 
methodology, although at the time it was not yet known as such. It included phases, 
procedures, tasks, rules, techniques, guidelines, documentation, training programs 
and tools. The waterfall inodel consisted of a number of stages of development that 
were expected to be followed sequentially. These stages typically consisted of 
feasibility study, systems investigation, analysis, design, and implementation, 
followed by review and maintenance, and this was the approach widely used in the 
1970s and even some of the 1980s, and is still a basis for many methodologies 
today. 

The SDLC has been well tried and tested and the use of documentation 
standards helps to ensure that proposals are complete and that they are 
communicated to users and computing staff The approach also ensures that users 
are trained to use the system. There are controls and these, along with the division of 
the project into phases of manageable tasks with deliverables, help to avoid missed 
cutover dates and disappointments with regard to what is delivered. Unexpectedly 
high costs and lower benefits are also less likely. It enables a well-formed and 
standard training scheme to be given to analysts, thus ensuring continuity of 
standards and systems. 

However, there are serious limitations to the approach along with limitations in 
the way it is used. Some potential criticisms are: Failure to meet the needs of 
management (due to the concentration on single applications at the operational level 
of the organization); Unambitious systems design (due to the emphasis on 
'computerizing' the existing system); Instability (due to the modelling of processes 
which are unstable because businesses and their environments change frequently); 
Inflexibility (due to the output-driven orientation of the design processes which 
makes changes in design costly); User dissatisfaction (due to problems with the 
documentation and the inability for users to 'see' the system before it is 
operational); Problems with documentation (due to its computer rather than user 
orientation and the fact that it is rarely kept up-to-date); Application backlog (due to 
the maintenance workload as attempts are made to change the system in order to 
reflect user needs); and the Assumption of 'green field' development (due to the 
tradition of a new IS 'computerizing' manual systems, an assumption inappropriate 
as IS now largely replace or integrate with legacy systems). 

4 Methodology Era 

As a response to one or more of the above limitations or criticisms of the SDLC, a 
number of different approaches to IS development emerged and what we term 'the 
methodology era' began. Methodologies can be classified into a number of 
movements. The first are those methodologies designed to improve upon the 
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traditional waterfall model. A second movement is the proposal of new 
methodologies that are somewhat different to the traditional waterfall model (and 
from each other). 

Since the 1970s, there have been a number of developments in techniques and 
tools and many of these have been incorporated in the methodologies exemplifying 
the modem version of the waterfall model. The various CRIS conferences of IFIP 
WG8.1 were important here (see, for example [3], published following the third of 
these conferences and provided an excellent overview of earlier ISD and the early 
shoots of more sophisticated approaches). Techniques incorporated include entity-
relationship modelling, normalisation, data flow diagramming, structured English, 
action diagrams, structure diagrams and entity life cycles. Tools include project 
management software, data dictionary software, systems repositories, drawing tools 
and, the most sophisticated, computer-assisted software (or systems) engineering 
(CASE) tools (now broadened in scope and more frequently referred to as toolsets). 
The incorporation of these developments addresses some of the criticisms discussed 
in section 3. The blended methodologies Merise [4], SSADM [5] and Yourdon 
Systems Method [6] could be said to be updated versions of the waterfall model. 
The later method engineering movement (see for example [7], a collaboration of 
IFIP WG 8.1 and WG 8.2) developed the practice of blending methods and 
techniques further. Although these improvements have brought the basic model 
more up to date, many users have argued that the inflexibility of the life cycle 
remains and inhibits most effective use of computer IS. 

It is possible to classify alternative approaches that developed during the 1980s 
and beyond within a number of broad themes including: systems, strategic, 
participative, prototyping, structured, and data. Each of these broad themes gave rise 
to one or more specific methodologies. 

General systems theory attempts to understand the nature of systems, which are 
large and complex. Organisations are open systems, and the relationship between the 
organisation and its environment is important. By simplifying a complex situation, 
we may be reductionist, and thereby distort our understanding of the overall system. 
The most well-known approach in the IS arena to address this issue is Checkland's 
soft systems methodology (SSM) [8]. It includes techniques, such as rich pictures, 
which help the users understand the organisational situation and therefore point to 
areas for organisational improvement through the use of IS. 

Strategic approaches stress the pre-planning involved in developing IS and the 
need for an overall strategy. This involves top management in the analysis of the 
objectives of their organisation. These approaches counteract the possibility of 
developing IS in a piecemeal fashion. IBM's Business Systems Planning is an early 
example of this approach and business process re-engineering [9] is part of this 
overall movement. 

In participative approaches, the role of all users is stressed, and the role of the 
technologist may be subsumed by other stakeholders of the information system. If 
the users are involved in the analysis, design and implementation of IS relevant to 
their own work, particularly if this takes the form of genuine decision-making, these 
users are likely to give the new IS their ftjU commitment when it is implemented, 
and thereby increase the likelihood of its success. ETHICS [10] stresses the 
participative nature of ISD, following the socio-technical movement and the work of 
the Tavistock Institute and embodies a sustainable ethical position. 

A prototype is an approximation of a type that exhibits the essential features of 
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the final version of that type. By implementing a prototype first, the analyst can 
show the users inputs, interinediary stages, and outputs from the system. These are 
not diagrammatic approximations, which tend to be looked at as abstract things, or 
technically-oriented documentation, which may not be understood by the user, but 
the actual data on computer paper or on tenninal or workstation screens. Toolsets of 
various kinds can all enable prototyping. These have become more and more 
powerful over the last few years. Rapid Application Development [11] is an 
example of an approach that embodies prototyping. 

Structured methodologies are based on fiinctional decomposition, that is, the 
breaking down of a complex problem into manageable units in a disciplined way. 
These approaches tend to stress techniques, such as decision trees, decision tables, 
data flow diagrams, data structure diagrams, and structured English, and tools such 
as systems repositories. 

Whereas structured analysis and design emphasises processes, data analysis 
concentrates on understanding and documenting data. It involves the collection, 
validation and classification of the entities, attributes and relationships that exist in 
the area investigated. Even if applications change, the data already collected may 
still be relevant to the new or revised systems and therefore need not be collected 
and validated again. Information Engineering [12], for example, has a data approach 
as its centre. 

In the 1990s there was what might be perceived as a second wave of 
methodologies. Object-oriented ISD became another 'silver bullet' [13] and has 
certainly made a large impact on practice. Yourdon [14] exposition argues that the 
approach is more natural than data or process-based alternatives, and the approach 
unifies the ISD process. It also facilitates the realistic re-use of software code. Coad 
and Yourdon [15] suggest a number of other motivations and benefits for object-
oriented analysis, including: the ability to tackle more challenging problem situations 
because of the understanding that the approach brings to the problem situation; the 
improvement of analyst-user relationships, because it is not computer-oriented; the 
improvement in the consistency of results, because it models all aspects of the 
problem in the same way; and the ability to represent factors for change in the model 
so leading to a more resilient model. To some extent, therefore, it has replaced the 
singular process and data emphases on ISD. 

Incremental or evolutionary development (often including prototyping) has also 
been a feature of 1990s development. Incremental development has the 
characteristic of building upon, and enhancing, the previous versions rather than 
developing a new system each time. Incremental development aims to reduce the 
length of time that it takes to develop a system and it addresses the problem of 
changing requirements as a result of learning during the process of development 
('timebox' development, see [11]). The system to be developed is divided up into a 
number of components that can be developed separately. This incremental approach 
is a feature of DSDM [16]. Recently developing applications from components from 
different sources has gained popularity [17] as has obtaining open source software 
components (reflected in [18,19]). 

Some methodologies have been devised for specific types of application. These 
specific-purpose methodologies include Welti [20] for developing ERP applications; 
CommonKADS [21] for knowledge management applications; Process Innovation 
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[22] for business process reengineering applications, Renaissance [23] supporting 
the reverse engineering of legacy systems and WISDM [24] for web development. 

We characterise the above as the methodology era because of the apparent 
proliferation of different types of methodologies, and their increasing maturity. The 
work of IFIP WG 8.2 has tended to emphasize the human and organizational aspects 
of ISD (see for example [18,25]). 

Many users of methodologies have found the waterfall model and the alternative 
methodologies outlined above unsatisfactory. Most methodologies are designed for 
situations, which follow a stated, or more usually, an unstated 'ideal type'. However, 
situations are all different and there is no such thing as an 'ideal type' even though 
situations differ depending on, for example, their complexity and structuredness, 
type and rate of change in the organisation, the numbers of users affected, their 
skills, and those of the analysts. Further, most methodology users expect to follow a 
step-by-step, top-down approach to ISD where they carry out a series of iterations 
through to project implementation. In reality, in any one project, this is rarely the 
case, as some phases might be omitted, others carried out in a different sequence, 
and yet others developed further than espoused by the methodology authors. 
Similarly, particular techniques and tools may be used differently or not used at all 
in different circumstances. 

There have been a number of responses to this challenge. One response is to 
suggest a contingency approach to ISD (as against a prescriptive approach), where a 
structure is presented but stages, phases, tools, techniques, and so on, are expected 
to be used or not (or used and adapted), depending on the situation. Those 
characteristics which will affect the choice of a particular combination of 
techniques, tools and methods for a particular situation could include the type of 
project, whether it is an operations-level system or a management information 
system, the size of the project, the importance of the project, the projected life of the 
project, the characteristics of the problem domain, the available skills and so on. 
Multiview [26] is such a contingency framework. 

Many attempts have been made to compare and contrast this diversity of 
methodologies. Olle [27] provides one example emanating from IFIP WG 8.1. 
Avison and Fitzgerald [1] compare methodologies on the basis of philosophy 
(paradigm, objectives, domain and target); model; techniques and tools; scope; 
outputs; and practice (background, user base, players, and product). In relation to the 
number of methodologies in existence, some estimates suggested that there were 
over 1,000 brand name methodologies world-wide, although we are rather skeptical 
of such a high figure, there is no doubt that methodologies had proliferated, although 
many of these were similar and differentiated only for marketing purposes. 
However, the characterization of this as the methodology era does not mean that 
every organization was using a methodology for systems development. Indeed, 
some were not using a methodology at all but most, it seems, were using some kind 
of in-house developed or tailored methodology, typically based upon or heavily 
influenced by a commercial methodology product. 
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5 Post-Methodology Era 

We identify the current situation as the post-methodology era, in the sense that we 
now perceive methodologies as having moved beyond the pure methodology era. 
Now it seems that although some organisations still use a methodology of some kind 
there is enough of a re-appraisal of the beneficial assumptions of methodologies, 
even a backlash against methodologies, together with a range and diversity of non-
methodological approaches, to justify the identification of an era of reflection. 

Methodologies were often seen as a panacea to the problems of traditional 
development approaches, and they were often chosen and adopted for the wrong 
reasons. Some organisations simply wanted a better project control mechanism, 
others a better way of involving users, still others wanted to inject some rigour or 
discipline into the process. For many of these organisations, the adoption of a 
methodology has not always worked or been the total success its advocates 
expected. Indeed, it was very unlikely that methodologies would ever achieve the 
more overblown claims made by some vendors and consultants. Some organisations 
have found their chosen methodology not to be successful or appropriate for them 
and have adopted a different one. For some this second option has been more useful, 
but others have found the new one not to be successful either. This has led some 
people to the rejection of methodologies in general. In the authors' experience this is 
not an isolated reaction, and there is something that might be described as a backlash 
against formalised ISD methodologies. 

This does not mean that methodologies have not been successful. It means that 
they have not solved all the problems that they were supposed to. Many 
organisations are using methodologies effectively and successfully and conclude 
that, although not perfect, they are an improvement on what they were doing 
previously, and that they could not handle their current systems development load 
without them. 

Yet in the post-methodology era, there are many reasons why organizations are 
questioning the need to adopt any sort of methodology, as follows: Productivity: The 
first general criticism of methodologies is that they fail to deliver the suggested 
productivity benefits; Complexity: Methodologies have been criticized for being over 
complex; 'Gilding the lily': Others argue that methodologies develop any 
requirements to the ultimate degree, often over and above what is legitimately 
needed.; Skills: Methodologies require significant skills in their use and processes; 
Tools: The tools that methodologies advocate are difficult to use, expensive and do 
not generate enough benefits; Not contingent: Methodologies are not contingent 
upon the particularities of the project; One-dimensional approach: Methodologies 
usually adopt only one approach to the development of projects, which does not 
always address the underlying issues or problems; Inflexible: Methodologies may be 
inflexible and may not allow changes to requirements during development; Invalid 
or impractical assumptions: Most methodologies make a number of simplifying yet 
potentially invalid assumptions, such as a stable external and competitive 
environment; Goal displacement: This refers to the unthinking use of a methodology 
and to a focus on following the procedures to the exclusion of the real needs of the 
project being developed. De Grace and Stahl [28] have termed this 'goal 
displacement' and Wastell [29] talks about the 'fetish of technique', which inhibits 
creative thinking; Problems of building understanding into methods: Introna and 
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Whitley [30] argue that some methodologies assume that understanding can be built 
into the method process. They call this 'method-ism' and believe it is misplaced; 
Insufficient focus on social and contextual issues: The growth of scientifically based 
highly functional methodologies has led some commentators to suggest that we are 
now suffering from an overemphasis on the narrow, technical development issues 
and that not enough emphasis is given to the social and organizational aspects of 
systems development [31]; Difficulties in adopting a methodology: Some 
organizations have found it hard to adopt methodologies in practice, partly due to the 
resistance of users to change; No improvements: Finally in this list, and perhaps the 
acid test, is the conclusion of some that the use of methodologies has not resulted in 
better systems, for whatever reasons. This is obviously difficult to prove, but 
nevertheless the perception of some is that 'we have tried it and it didn't help and it 
may have actively hindered'. The work of IFIP WG 8.6 on the diffusion of 
technology has much to teach us here. 

We thus find that for some, the great hopes in the 1980s and 1990s, that 
methodologies would solve most of the problems of ISD have not come to pass. 
Strictly speaking, however, a distinction should be made in the above criticisms of 
methodologies between an inadequate methodology itself and the poor application 
and use of a methodology. Sometimes a methodology vendor will argue that the 
methodology is not being correctly or sympathetically implemented by an 
organization. Whilst this may be true to some extent, it is not an argument that seems 
to hold much sway with methodology users. They argue that the important point is 
that they have experienced disappointments in their use of methodologies. 

One reaction to this is to reject the methodology approach altogether. A survey 
conducted in the UK [32] found that 57% of the sample were claiming to be using a 
methodology for systems development, but of these, only 11% were using a 
commercial development methodology unmodified, whereas 30% were using a 
commercial methodology adapted for in-house use, and 59% a methodology which 
they claimed to be unique to their organization, i.e. one that was internally 
developed and not based solely on a commercial methodology. 

A variety of reactions to the perceived problems and limitations of 
methodologies exist and we now examine some of these. We begin by considering 
external development, but if the choice is made to develop internally, then users may 
demand that the methodology that they do use needs to be refined and improved 
(just as they were in the methodology phase). On the other hand, users may prefer to 
adapt the methodology according to the particular needs of each circumstance 
following a contingency approach, or even more informally and risky, an ad hoc 
approach. In some organizations speed as well as flexibility has become 
watchwords, and rapid and agile approaches have gained more adherents and the 
tendency towards more user and customer involvement strengthened. Finally we 
suggest that we are in a more stable environment than in any time since the early 
days of ISD methodologies and the foundation of IFIP TC8, and we see the 
immediate future being one of consolidation. 

5.1 External Development 

Some organisations have decided not to embark on any more major in-house system 
development activities but to buy-in all their requirements in the form of packages. 
This is regarded as a quick and relatively cheap way of implementing systems for 
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organisations that have fairly standard requirements. A degree of package 
modification and integration may be required which may still be undertaken in-
house. Clearly the purchasing of packages has been commonplace for some time, 
but the present era is characterised by some organisations preferring package 
solutions. Only systems that are strategic or for which a suitable package is not 
available would be considered for development in-house. The package market is 
becoming increasingly sophisticated and more and more highly tailorable packages 
are becoming available. Sometimes open source components can be 'packaged' to 
form the application. 

Enterprise resource planning (ERP) systems have become particularly popular 
with large corporations since the mid '90s. The key for these organisations is 
ensuring that the correct trade-off is made between a 'vanilla' version of a standard 
package, which might mean changing some elements of the way the business 
currently operates, and a package that can be modified or tailored to reflect the way 
they wish to operate. 

For others, the continuing problems of systems development and the backlash 
against methodologies has resulted in the outsourcing and/or offshoring of systems 
development. The client organisation no longer has any great concern about how the 
systems are developed. They are more interested in the end results and the 
effectiveness of the systems that are delivered. This is different to buying-in 
packages or solutions, because normally the management and responsibility for the 
provision and development of appropriate systems is given to a vendor. The client 
company has to develop skills in selecting the correct vendor, specifying 
requirements in detail and writing and negotiating contracts rather than thinking 
about system development methodologies. 

5.2 Continuing Refinement and Improvement 

One reaction to the criticisms that users of methodologies make is for authors and 
suppliers to 'get methodologies right'. For some there is the continuing search for 
the methodology holy grail. Methodologies will probably continue to be developed 
from time to time and, more likely, existing ones evolve. Most methodologies have 
some gaps in them or, if not complete gaps, they have areas that are treated much 
less thoroughly than others. For example, rich pictures, cognitive mapping, lateral 
thinking, scenario planning, case-based reasoning, and stakeholder analysis 
represent some of the techniques that are rarely included in methodologies, but we 
see good reasons for their inclusion [1]. Adams and Avison [33] suggest how 
analysts may choose between techniques as well as potential dangers in their use. 
Similarly, toolsets have developed greatly over the period from simple drawing tools 
to very comprehensive toolsets, some designed to support one particular 
methodology and others to support ISD as a whole. 

In particular, methodologies are now appearing to deal with systems 
development for the web. This, it is argued, has some special characteristics, which 
make traditional methodologies inappropriate. Baskerville and Pries-Heje [34], for 
example, list these as time pressure, vague requirements, prototyping, release 
orientation, parallel development, fixed architecture, coding your way out, 
negotiable qualify, dependence on good people, and the need for structure. The 
WISDM methodology [24] also addresses web development. Some of the 
methodologies devised for web development use the term 'agile' to characterise the 
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need for flexibility and adaptability in web development which distinguishes them 
from traditional approaches (see section 5.4). 

5.3 Ad-hoc Development and Contingency 

This might be described as a return to the approach of the pre-methodology days in 
which no formalized methodology is followed. The approach that is adopted is 
whatever the developers understand and feel will work. It is driven by, and relies 
heavily on, the skills and experiences of the developers. Truex et al. [35] represents 
part of this backlash against conventional methodologies as they talk of 
amethodological and emergent ISD. This is perhaps an understandable reaction, but 
it runs the risk of repeating the problems encountered prior to the advent of 
methodologies. 

We see a contingent approach as providing a positive response and see this as 
offering a good balance. A contingency approach to ISD presents a structure to help 
the developers, but tools and techniques are expected to be used or not (or used and 
adapted), depending on the situation. Situations might differ depending on, for 
example, the type of project and its objectives, the organization and its environment, 
the users and developers and their respective skills. The type of project might also 
differ in its purpose, complexity, structuredness, and degree of importance, the 
projected life of the project, or its potential impact. The contingency approach is a 
reaction to the 'one methodology for all developments' approach that some 
companies adopted, and is recognition that different characteristics require different 
approaches and we see it gaining increasing importance. 

5.4 Agile Development 

When following agile development, requirements are 'evolved' and, as the agile 
manifesto' [36] suggests, the approach emphasizes the involvement of users and 
customers in a joint approach to ISD more than processes and tools, working 
software over comprehensive documentation, customer collaboration over contract 
negotiation and responding to change over following a plan (see also [37]. Working 
software is delivered in smaller chunks than traditionally, but in a much shorter time 
span. Changing requirements are accepted as the norm and even welcomed. These 
principles conform more to today's ISD needs than many of the ISD methodologies 
of the 'methodology era', for example reacting to 'Internet speed development' [34]. 
These features are found in extreme programming (XP) and SCRUM as well as ISD 
approaches, such as DSDM [38]. 

5.5 Consolidation 

In the previous three previous editions of Avison and Fitzgerald [1] published in 
1988, 1995 and 2002, we discussed 9, 12 and 34 themes; 8, 11 and 37 techniques; 7, 
6 and 12 tools; and 8, 15 and 32 methodologies respectively. Despite our best 
research endeavors, the numbers have not increased in the 2006 edition, indeed there 
has been a decline in numbers as some methodologies (and their associated 
techniques and tools) fall into disuse. However, this does not necessarily indicate a 
fall into disuse of frameworks and methodologies for ISD as a whole, but rather a 
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consolidation process, indeed we see some methodology-era methodologies being 
used effectively and successfully as well as agile and contingent approaches to ISD. 
This may also suggest greater maturity in the field of IS generally and we see this 
consolidation process continuing. 

6 Conclusion 

This paper has attempted to review, albeit briefly, the history and drivers of ISD 
methodologies. We have used our analysis to reflect on and discuss the current 
situation, identified as the post-methodology era. This has involved the 
identification of various eras of methodologies. Our present era is perhaps best 
described as an era of methodology reappraisal, resulting in a variety of reactions. 
Although we believe that it is unlikely that any single approach will provide the 
solution to all the problems of ISD, we do now see a change. Diversity of 
methodologies and multiplication of similar methodologies has been replaced by 
some consolidation: ISD has entered a maturing phase of greater stability. 
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Abstract. Stakeholders identification is a critical task for successful software 
projects. In general, there are no methodologies that allow performing it in a 
systematic way. Besides, several facts must be analyzed when the project is 
carried out in a context formed by multiple organizations. The complexity of 
these environments makes the task extremely hard. To face these difficulties, 
stakeholders are defined and analyzed taking into account the characteristics of 
the interorganizational dimension. Also a methodology is proposed for 
carrying out their identification that allows systematically specifying all 
people, groups and organizations whose interests and needs are affected by the 
information system in all the involved dimensions. 

1 Introduction 

Stakeholders are the primary source of requirements for any software project [1]. 
They are defined as any group or individual that can affect or be affected by the 
achievement of an organization's objectives or that must be involved in a project 
because they are affected by its activities or results [2]. 

Big software projects involve a great number of stakeholders with different 
expectations that can be controversial [3, 4]. They can also be geographically 
dispersed. Thus, the action of appropriately involving the relevant ones is highly 
important for success [5, 6]. However, there are few authors that have studied the 
stakeholder concept appHed to contexts formed by multiple organizations, generally 
called Interorganizational Networks (lONs), where usually opposed and competitive 
interests and cultures coexist. Some of the authors working in this area are Pouloudi 
[7], Sharp et al. [8] and Kotonya and Sommerville [9], who suggest integral 
definitions of the term. A holistic concept of all the others can be provided, which 
states that a stakeholder of an interorganizational information system (lOS) is any 
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individual, group, organization or institution that can affect or be affected (in a 
positive or negative way) by the system under study and that has direct or indirect 
influence on the requirements. This definition is similar to the traditional one, but 
extended to include also firms that interact in interorganizational (10) contexts. 

Even though there is a concept of stakeholder that may be applied to these 
environments, there are no practical models for their identification when the 
interorganizational dimension must be incorporated [10]. Pouloudi and Whitley [11], 
for example, present principles, without posing clear tasks to obtain concrete results 
with an adequate degree of consistency and reliability. To counteract this, a 
systematic approach for selecting stakeholders for these environments is presented. 

2 Stakeholder Types 

Different types of stakeholders exist in each project. In general, there is a lack of 
understanding regarding types and ideal candidates. This has incidence on the non­
existence of systematic approaches for efficiently identifying them [12]. Bittner and 
Spence [1] propose to start involving stakeholders by first identifying different types. 
We define stakeholder type as the classification of sets of stakeholders sharing the 
same characteristics in relation to the context under analysis. 

Traditional identification of types of stakeholders is focused on those inside the 
organization under study. This constitutes an inappropriate reference framework, 
since valuable information for a correct interpretation of the problem is missed [2, 
13]. For lOSs there exists the need of incorporating the interorganizational 
dimension. It is also necessary to avoid focusing only on those stakeholders directly 
related to the development and use of systems, such as users and developers [5, 12, 
14]. A more reality-adjusted one is necessary [II]. The traditionally used term 
"internal" must be extended. There are not only stakeholders inside the firm, but also 
stakeholders inside the ION, who will take care of the common objectives at network 
level. Stakeholders inside each firm represent some particular firm. Those inside 
the ION pursue interorganizational objectives, representing the network interests, 
which many times do not coincide with those of individual firms. 

Another distinction can be made between internal and external stakeholders, 
depending on whether they are previously involved in organizations (manager, 
employee, etc.) or they are included because of having a necessary vision for this 
particular project (customers, suppliers, auditors, regulators, experts, etc.) [5, 13]. 

3 Stakeholder Roles 

Besides the attributes held by stakeholders regarding the context in which they are 
included, it is necessary to take into account the roles they play during the project. A 
stakeholder role may be defined as a collection of defined attributes that characterize 
a stakeholder population, its relationship with the system and its impact or influence 
on the project. 
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Even though several authors focus role analysis on users and developers (or 
technicians) of an information system, there are others that should be studied as well 
[3, 12, 14, 15]. The most used in the literature are described in Table 1 [15, 16, 17, 
18, 19]. They might be represented in any project. 

Table 1. Stakeholder Roles. 
Beneficiary: Those that benefit from the system implementation. 
•Functional: Those that benefit directly from the functions performed by the system and its products or results. Other 
information systems that interact with the new one can be included in this role. 
•Financial: Those that benefit indirectly from the system, obtaining financial rewards. 
•Political: They benefit indirectly from the system, obtaining political gains in terms of power, influence and/or prestige. 
•Sponsor: Those in charge of the project. They start the system development, collect funds and protect it against political 
pressures and budget reductions, etc. They are in charge of providing authority and guidance, and respecting priorities. 
Negative: Those that undergo some kind of damage as a consequence of the system implementation or are adversely 
impacted by its development (for example, losing their jobs or power for decision making, physical or financial damage, etc.). 
Responsible: They are in charge of the system development in all phases. This type includes people working with budgets 
and agreed times (e.g.: project manager, developers, responsible for selecting suppliers, etc. 
Decision-Maker: Those that control the process and make decisions to reach agreements. They define the way in which 
consensus is attained throughout the project. 
Regulator: Also called "legislator" [8], They are generally appointed by government or industry to act as regulators of 
quality, security, costs or other aspects of the system. They generate guidelines that will affect the system development 
and/or operation. For instance, health organisms that control standards, non-governmental organisms, organisms that 
defend rights, organisms related to legal, tax controls, etc. 
Operator: They are also called "users" by many authors [14,15]. They operate the system to be developed. They interact 
with the system and use its results (information, products, etc.). They are different from functional beneficiaries, even though 
their roles may overiap. An operator can benefit form the system or not. 
Expert: They are familiar with functionalities and consequences of the system implementation. They widely know the 
implementation domain and can collaborate in the requirements elicitation to a great extent. 
Consultant: Include any role dealing with providing support for any aspect of the system development. They are generally 
external to the organization and have specific knowledge on a particular area. 

4 Methodology for Stakeholders Identification in lO Environments 

Existing approaches for identifying stakeholders do not provide enough tools or 
concrete techniques, even in organizational environments [8]. Many consider 
stakeholders as a default product of a non-explained identification process [11]. But 
their selection is a key task, since all important decisions during the project are made 
by them. Thus, a methodology for guiding their identification in 10 environments is 
proposed. It is composed by steps which are described in the following subsections. 

4.1 Specify the Types of Stakeholders to be Involved in the Project 

This step specifies the types of stakeholders the project will count on, analyzing the 
various existing contexts. Using the previously presented stakeholder type concept, a 
framework is introduced in Table 2. It allows performing an analysis by starting 
from different criteria applied to different dimensions, thus a profile 
characterization of the stakeholders to be involved is obtained. 

After analyzing the specific needs in an 10 context from different examples, a 
basic set of criteria was defined. It provides elements to characterize the stakeholders 
involved. Nevertheless, this set may be extended according to the specific needs of 
certain environments and lOSs. Each criterion identifies different points of view, 
needs or influences on the lOS development. They must be applied to each 
dimension in the work space (organizational, interorganizational and external). 
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Table 2. Multidimensional framework for stakeholders identification. 

S O 
•- E 

CO O 

FUNCTION (functions or processes affected by the lOS) 

GEOGRAPHICAL (geographical regions affected by the project) 

KNOWLEDGE/ ABILITIES (abilities and knowledge about the lOS 
application domain) 

HIERARCHICAL LEVEL (involved structural levels) 

$ELEgT|ON DIMENSION 
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ORG 
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ION ^^•li: 

4.1.1 Function Criterion 

Implies the analysis of functions or tasks that will be affected by the lOS, either 
directly (because the system will support them) or indirectly (because lOS outputs 
and results will be used by them). Its application to the organizational dimension is 
intended to select stakeholders of each function affected by the lOS in each firm. 

This criterion applied to the ION dimension identifies the main activities that 
take place in the network, basis for collaboration among organizations. 
Representatives of the integrated process must be involved, who will defend 
interorganizational interests, rather than individual or organizational ones. At 
external level, attention is focused on organizations that are external to the ION 
when the lOS somehow modifies their interaction with the network. 

4.1.2 Geographical Criterion 

This criterion identifies stakeholders located in different geographical places, with 
cultural and idiomatic differences, etc., since the organizations may be 
geographically dispersed. Organizational dimension considers geographical 
dispersion at firm level. It specifies the inclusion of stakeholders belonging to each 
branch or enclave of each firm. On the other hand, the network can have dispersed 
units, from which stakeholders must be selected. It will also be necessary to count on 
stakeholders that represent the geographical dispersion of external organizations 
whose relations with ION members will be modified by the lOS. 

4.1.3 Knowledge / Abilities Criterion 

This criterion is important to involve stakeholders having specific knowledge or 
abilities about the information universe underlying the lOS implementation domain. 
At organizational level, specific abilities for internal tasks in each organization must 
be analyzed. Attention must be placed on stakeholders having technical knowledge 
on modules or applications that will interact with the lOS. In the ION dimension, 
aspects to be taken into account are: interorganizational processes, supporting 
technologies, characteristics of interactions, etc. There may be also entities external 
to the ION with experience in the lOS implementation area or in the processes it will 
support, such as consultants or experts in technologies. 
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4.1.4 Hierarchical Level Criterion 

The analysis is intended to involve stakeholders from every level affected by the 
lOS. Structures and decision flows must be studied. In the organizational dimension, 
stakeholders must be selected from every hierarchical level of each organization. At 
ION level, there is also a structure that can allow for different formalization degrees, 
according to each particular case. Each decision level must be involved. Also 
structures from external organizations must be included for the external dimension. 

4.2 Specify the Roles to be Included in the Project 

This step specifies the roles that will be included in the project. It is generic, since it 
has similar results in any example it is applied to. It can be performed simultaneously 
to the Step 1. Its results make the project manager become aware of the scope and 
time of participation of each particular role during the project. 

The greatest possible quantity of the roles described in Table 1 will be 
represented. Charts like the presented in Table 3 must be generated. There Bittner 
and Spence [1] describe each role and present details of the associated 
responsibilities and participation frequency. "Participation" attribute, significantly 
varies from one project to another, since it depends on the objectives of the project 
that is being executed and on personal estimations of the project manager. 

Table 3. Information to be specified of each stakeholder role [1]. 
• Name: Stakeholder Role Name. 
• Brief Description: Briefly describing the role and what it represents for the project. The stakeholder represents a 

group of stakeholders, some aspect of the participating organizations, or some other affected business area. 
• Responsibilities: Summarizing key responsibilities in relation to the project and to the system to be developed. 

Specifying the value the role vifill provide to the project team. For example, some responsibilities may be monitoring the 
project progress, specifying expenditure levels and approving funds spending, etc. 

• Participation: Briefly describe how they will be involved in the project and in which stages they will have influence. 

4.3 Select Stakeholders 

This task is based on Table 2 developed in Step 1. It has the objective of guiding the 
selection of entities having the characteristics identified previously. By analyzing the 
different criteria in the various dimensions, the project manager must identify 
concrete stakeholders that match that profile. The various profiles may be 
represented by individuals, groups, organizations, or a combination of them. 

Characteristics of the selected stakeholders must be documented (Table 4). Rows 
show the different identified entities, through an ID and a name for each stakeholder, 
a brief description, the criteria used and the corresponding dimension. The last 
columns are completed in the following steps. 
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Table 4. Information to be gathered from each selected stakeholder. 

4.4 Associate Stakeholders with Roles 

The roles of the stakeholders selected in Step 3 are specified, using the charts created 
in Step 2 (Table 3). The first subtask is to restrict the set of roles each stakeholder 
can represent. Table 5 must be filled to associate the different options resulting from 
the analysis of the various criteria in all dimensions (rows) to the diverse roles a 
stakeholder with those attributes might play (columns). 

The project manager must estimate the roles that can be played by certain 
criterion option and mark the corresponding intersection. Marked cells will represent 
the existence of a generic relationship between a particular stakeholder type and the 
roles it might be associated with, according to the attributes that define the type. 

Table 5. Stakeholders Type-Roles Relationship. 
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The second subtask is more concrete. During it, the manager must decide the 
role/s each stakeholder identified in Table 4 will play and record this in the 
"Stakeholder Role" column. To facilitate the analysis, Table 5 must be used. Paying 
attention to the different options of criteria and dimensions that gave rise to the 
selection of a particular stakeholder, the manager must decide which of the marked 
roles will be definitely represented by that entity. 

Sometimes, the roles associated to a particular type of stakeholder may be 
contradictory. As a consequence, the manager will have to decide (possibly together 
with the stakeholders) on the role they will be definitely assigned. 
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4.5 Analyze the Importance and Influence of Stakeholders 

Several authors propose the analysis of the importance (or interest) and the influence 
stakeholders have in a project before being included [20, 21, 22, 23]. The importance 
indicates the extent to which the project cannot be considered successful if his needs 
and expectations are not managed. The project success is important for some 
stakeholders (e.g. beneficiaries). Others have a relatively low importance. In the 
same way, some stakeholders have greater power and influence on the project 
decisions, which influences the project design, implementation and results. Anyway, 
it is important to have exact understanding of stakeholders' importance to determine 
interests' priorities at fiiture stages of the project. The criteria and the distinction 
between roles associated to the stakeholders (Step 4) greatly facilitate this task. 

With the aim of having a general view of the different degrees of importance and 
influence of all stakeholders, they are placed on the matrix shown in Table 6, where 
each stakeholder is located in some of the presented quadrants. Also, with this 
information, Interest/Importance and Influence columns of Table 4 must be filled. 

Table 6. Stakeholders Matrix. 

mm^^^m 

"^MSC 

1 
i 

HIGH 

A 
Constitute the supporting base of the project. 

C 
;;an influence results, but their priorities are not the 
same as those of the project. This may constitute a 

risk or an obstacle for the project. 

LOW 

B 
Need special Initiatives. 

D 
Least Important stakeholders for the project. 

Quadrant A: Some stakeholders may have much influence and even be very 
interested in the project. It is vital to understand these stakeholders' viewpoints, 
especially their potential objections. Such is the case, for example, of those that are 
sure that their interests and needs will be satisfied with the system and that have 
power for decision-making and/or influence on financing sources for the project. 

Quadrant B: They are highly interested in the project, but their influence may 
be small. If they are in favor of it, they are valuable sources of information: they can 
accede to relevant documents and help in identifying challenges. 

Quadrant C: They will not pay attention to the project details, since they 
consider that it does not affect them. However, they have influence on the project 
success: for example, they can vote for the project approval. 

Quadrant D: The least possible amount of time must be devoted to these 
stakeholders. They are not interested in the project and are not in such a position that 
can help the project manager to perform his job. 

Once these tasks are finished, concrete stakeholders having a particular interest 
in the lOS development have been identified. Also the roles they can play during the 
initial stages of the project were associated to each one, basing the analysis on their 
profiles. There is also an initial idea of the importance and influence they can have 
on the project. After this identification activity, the requirements elicitation remains. 
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5 Example 

A project developed in the United Kingdom and encouraged by the National Health 
Service (NHS) has been selected to show the application of the presented 
methodology. It was previously used by other authors [2]. It has been enriched with 
information extracted from NHS webpage to have a more real vision of the problem 
[24]. It is a written case study where the proposed approach is applied in retrospect. 

Authorities and Trusts are the different types of organizations that run the NHS 
at a local level. England is split into 28 Strategic Health Authorities (SHAs). They 
are responsible for managing local organizations on behalf of the English 
Department of Health. Within each SHA, the NHS is split into various types of 
Trusts that take responsibility for running different services in each local area. They 
group hospitals, organizations that work in health and social care, ambulance 
services, or first services (e.g.: doctors, dentists, pharmacists). All participating 
organizations will become part of a Trust and will be managed by an SHA. They are 
the main entities in the ION. Its external entities are patients, auditing committees, 
other government areas, medicines suppliers, educational institutions, etc. 

The project is called Integrated Care Record Service (ICRS). It involves the 
design of an information system for managing a wide set of services that cover 
generation, movement and access to health files. It includes workflow capacities for 
managing and recording the movement of patients throughout all entities in the NHS. 
The main goal is the transformation of the current model of separated systems 
circumscribed to organizational structures into a globalizing model. ICRS will 
include e-prescribing, e-booking, delivering patient information such as test results 
and prescription information on-line and so on [25]. The previous utilization of 
information systems, applications and local data bases in member organizations 
should be taken into account. They must be integrated to the lOS. 

The following lines present the results to be obtained if the methodology 
proposed is applied in this example. It does not constitute an exhaustive application. 
It is only intended to show its usefulness and some results that may be reached. 

5.1 Step 1. Specify the Types of Stakeholders to be Involved in the project 

Table 7 includes examples of the different criteria in the existing dimensions. 

5.2 Step 2. Specify the Roles to be Included in the Project 

A basic chart corresponding to the Operator role is shown as example (Table 8). 

5.3 Step 3. Select Stakeholders 

Various stakeholders can be identified with Table 7. Table 9 present some of them, 
with the information required for this step. It shows a unique occurrence of 
stakeholders with a certain profile. There may be cases in which different ones share 
the same profile but represent different organizations, regions, etc. Each of them will 
have a different input in the table. 
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Table 7. Types of Stakeholders for ICRS System. 

SELECTION DIMENSION 

ORGANIZATION 
Administrative Processes: 
Hospital Admission 
Process; Bed and Waiting 
iist management; Master 
Patient Index 
maintenance; Booking. 
Clinical Processes: 
Special Services; 
Biochemical Analyses; 
Prescribing; Emergencies 
Management; Care Plans 
and Assessments. 

ION 
• Planning Processes for stock 
management and medicines 
distribution. 

• Material Supplying. 
• Purchase of high complexity 
equipment. 

• National Integrated Process 
of urgencies and patients 
derivation. 

• SHAs: relations and 
partnerships virfth universities 
and education Institutions. 

^^P^^fc 
• Patients. There exist diverse forums, 
commissions and committees for patients from 
which stakeholders can be selected: 

• Public Advisory Board (PAB). 
• Patients Fomms. 

- Auditor Committees: to evaluate lOS results. 
• Government Areas that Impose mles or 
conditions to the 108 functions and to the 
information that it w/lll manage. 

- Laboratories and suppliers. 

Branches, dependencies, 
etc. of participating 
organizations. 

• Medicines distribution centers. 
• Regional Health Departments. 
• Strategic Health Authorities. 

- Geographical locations of the patients. 
• National branches of the laboratories that supply 
drugs and medicines to the ION organizations. 

•Operators of the 
existing systems and 
that should interact 
with the ICRS. 

• Those in charge of the 
Informatics Area. 

• Organization's own 
standards. 

- Health Improvement and 
Modernization Programmes. 

- Specialists in Health matters 
(e.g.: Quality Standards) 

- Promoters for the integrity of 
health information. 

• National analytical services 
(to provide expert intelligence 
to add value, through analysis 
and interpretation, and to 
promote Information sharing). 

• Specialist in process redesign: to review issues 
of current practices, best practices guidelines 
and design new Integrated processes. 

' National Clinical Advisory Board (NCAB). It Is a 
committee to represent healthcare professionals 
(consultants, nurses, dentists, and pharmacists). 

• NHS Information Standards Board (ISB): to 
determine information standards for the system. 

' Universities and other education institutions. 
• Specialists in technology to be employed for lOS 
development. 

Organizational authorities' 
hierarchical levels of each 
participating entity. 

• English Department of Health. 
• Strategic Health Authorities. 
• Trusts. 

• Hierarchical levels involved of the government 
areas, laboratories, suppliers, educational 
institutions. 

Table 8. Example of Operator Role Description. 

Name: Operator. 
Brief Description: It represents people and groups that interact directly with the lOS. 
Responsibilities: It must express needs and requirements for the normal operation of the system to be 
developed. They must test proceedings adjustments and suggest modifications according to their experience. 
They must revise documentation of proceedings and functionalities. 
Participation: It will participate at different stages of the project: 
• Stage of functional and non-functional requirements elicitation (e.g. design/approval of use cases). 
• Stage of Proceedings Development after Design and Codification. 
• Staoe of Transition and test of the svstem to be imolemented. 

5.4 Step 4. Associate Stakeholders with Roles 

Table 10 associates possible roles to different criteria and dimensions previously 
specified. Then, the decided roles each stakeholder will play must be specified 
(Table 11). This must be included in the "Role" column of Table 9. 

5.5 Step 5. Analyze the Importance and Influence of Stakeholders 

Table 12 shows each stakeholder's interest and influence. This information must be 
reflected in the last two columns of Table 9 and is used to develop Table 13. 
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Table 9. Stakeholders Chart for ICRS (last 3 columns of Table 4 are omitted). 

SI 
Biochemists Group 
Organization X 

Tliey perform their activities in iaboratories of Organization 
X. Their tasl(S wili be modified. 

Function 
Organiz. 

(Hospital X); 

S2 Patient A 
Persons who will use health public services, whose 
information will be managed by the lOS. It will be 
associated to a particular region (Reflion A). 

Function 

Geograph. 
External 

S3 
Director of the English 
Department of Health 

Pursues political goals and interests of the government 
and National Health Department 

Hierarch. ION 

Strategic Health Authority 
(SHA) Region 1 

Pursues political goals and regional interests in health 
area (Region 1). 

Hierarch. ION 
Specialist in Process 
Redesign 

To defend strategic issues for the performance 
improvement of the processes implemented with the 108. 

Knowl./Abil. External 

S6 
In charge of Systems 
Compatibility Organization 
Y, Branch 1 

Specify interaction requirements among information 
systems already existing in Branch 1 of organization Y 
and the lOS to be implemented. 

Knowl./Abil. 

Geograph. 

Organiz. 
(Pharmacy Y) 

T a b l e 1 0 . S takeho lde rs T y p e s - R o l e s R e l a t i o n s h i p f o r I C R S 
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CRITERION 

Function 

Geographical 

Knowl./Ability 

Hierarc. Level 

Function 
Geographical 
Knowl ./Ability 

Hierarc. Level 

Function 

Geographical 

KnowL/Ability 

Hierarc. Level 

OPTIONS 

S1 - Information Management in 
Biochemical Laboratories. 

S6..Sn - Orgs-IOS Systems Compatibility. 

S6..Sn - Orgs-IOS Systems Compatibility. 

S3- Director of English Health Department 

S4..Sn - Strategic Health Authorities, SHAs. 

S2..Sn - Order prescriptions, make bookings 
appointments on-line, access to test results 
and prescription information, etc. 

S2..Sn-Patients from particular regions. 

S5-Specialist in process redesign. 
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Table 11. Stakeholder Roles for ICRS. 

S1 
S2 
S3 
S4 
S5 
S6 

Biochemists Group Organization X 
Patient A 
Director English Department of Health 
Strategic Health Authority Region 1 
Specialist in Process Redesign 
Responsible for Systems Compatibility Organization Y, Branch 1 

Functional Beneficiaries, Operators 
Functional Beneficiaries 
Political Beneficiary, Decision-Maker 
Responsible, Decision-Maker 
Expert 
Expert 
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Table 12. Stakeholders Interest and Influence for ICRS (Left). 
Table 13. Stakeholders Matrix for ICRS (Right). 

S1 
S2 
S3 
S4 
S5 

S6 

S7 

Biochemists group Organization X 

Patient A 

Director English Department of Health 

Strategic Health Authority Region 1 
Specialist in Process Redesign 
In charge of Systems Compatibility 
Organization Y, Branch 1 

LOW 
HIGH 

HIGH 

HIGH 
HIGH 

HIGH 

HIGH 

LOW 
HIGH 

HIGH 
LOW 

LOW 

S-4^ 
^Ms 
S ^ o ^ ^ ^ —1 

WM 
HIGH 

S3 
S4 

^̂ M r̂i 
LOW 
S2 
S5 
S6 

S1 

S2, S5 and S6 have high importance and low influence. Even though their 
viewpoint is essential, they have no control on the possibility of making crucial 
decisions for the project. 

Regarding S3 and S4, their location in the quadrant denoting high importance 
and influence is due to the fact that they have power for decision making and 
influence on the project. In the NHS structure, they constitute different hierarchical 
levels. Politicians are the most interested parties and promoters of the project. 

SI was associated to high influence and low importance. According to the 
project manager's decision, requirements of this group do not constitute the main to 
be elicitated, and they have no influence on the decisions to be made in the project. 

6 Conclusions 

Stakeholders identification is a critical matter in software projects in general. 10 
environments introduce not only a new analysis dimension but also different interests 
and interactions that must be analyzed. This constitutes a challenge for the decisions 
that must be taken during the project at different levels. The existing related 
literature, however, does not provide practical guides to be systematically applied for 
selection in these environments. To overcome this, this work proposes a concrete 
methodology composed of steps for carrying out stakeholders' identification for 
interorganizational projects. 

This proposal improves the already existing ones because is systematic, since it 
provides concrete tools to be applied considering all dimensions involved in these 
environments. It is also flexible, since new criteria for selection can be added to the 
methodology enhance the information and knowledge about the involved contexts. It 
is a concrete methodology that, in spite of being developed for contexts formed by 
multiple organizations, it may be also applied to traditional organizational contexts, 
avoiding the analysis of the proposed interorganizational dimension. 
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Abstract. Information systems have been rapidly evolving from monolithic/ 
transactional to network/service based systems. The issue of data quality is 
becoming increasingly important, since information in new information 
systems is ubiquitous, diverse, uncontrolled. In the paper we examine data 
quality from the point of view of dimensions and methodologies proposed for 
data quality measurement and improvement. Dimensions and methodologies 
are examined in their relationship with the different types of data, from 
structured to unstructured, the evolution of information systems, and the 
diverse application areas. 

1 Introduction 

Managing data quality is a complex task, especially in modem organizations where 
information is ubiquitous and diverse. Information is processed inside organizations, 
but it can also be provided to other organizations and, hence, affect the quality of 
organizational services. Consequently, researchers have collected clear evidence that 
poor data quality can have a negative impact on customer satisfaction and, thus, 
competitiveness [1-3]. There is a general agreement in the literature on the business 
value of data quality (IQ) and on the cost implications of errors in information 
management for both internal and external users. 
The evolution of information systems from systems which are accessed by a set of 
well identified users in a well defined context to services available online to different 
and unknown types of users has greatly increased the potential impact of poor data 
quality. Data quality requirements have changed accordingly to this different context 
of use, and information management has evolved and requires a more organized 
planning, monitoring, and control of data quality. The nature of data itself has 
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changed in information systems: different types of information, different types of 
information systems, wide increase of application domains are relevant issues. 
The goal of this paper is to analyze data quality issues in information systems, in 
particular considering the evolution of information systems characteristics. Three 
coordinates of analysis are proposed: types of information, types of information 
systems, and application areas. Providing a complete map of the evolution of 
dimensions, techniques, methodologies, and tools is a complex issue. In the 
following sections we focus on a few representative dimensions, highlighting the 
evolution path of data quality dimensions and methodologies for data quality 
measurement and improvement among the three coordinates of analysis introduced 
above. 
The paper is organized as follows: in Section 2, we discuss the main dimensions of 
data quality proposed in the literature. The three coordinates for analyzing data 
quality in information systems proposed in the paper are discussed in Sections 3-5. 
Finally, in Section 6 we discuss approaches being developed to improve data quality 
in information systems. 

2 Dimensions of Data Quality 

In the data-quality literature, various authors have proposed a rich set of possible 
data-quality dimensions, considering conformance to specifications, user 
requirements, context of use, and so on; however, a comprehensive list of commonly 
agreed quality dimensions is still not available. Dimensions are distinguished 
typically in two categories: schema quality dimensions, that refer to the quality of the 
intensional representation of data, the schema, and data quality dimensions, that refer 
to the quality of the extensional representation of data, i.e. their values. In the 
following we focus mainly on data quality dimensions, which are more relevant in 
influencing the quality of business processes and services, and we will interchange 
the terms data and information depending on the context. 
Lists of data dimensions can be found in [4], [5], [1], [6] [7], and [2]. For a 
comparison of the different definitions and classifications see also [8]. Data quality 
dimensions reported by most authors in the field are: 

• Accuracy: "inaccuracy implies that the information system represents a real 
world state different from the one that should have been represented". 
Inaccuracy refers to a garbled mapping into a wrong state of the information 
system, where it is possible to infer a valid state of the real world though 
not the correct one. 

• Timeliness: refers to "the delay between a change of the real-world state and 
the resulting modification of the information system state". Lack of 
timeliness may lead to an information system state that reflects a past real 
world state. A particular form of timeliness is Synchronization among 
different time series concerns proper integration of data having different 
time stamps. 
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Completeness: is "the ability of an information system to represent every 
meaningful state of the represented real world system". Completeness is of 
course tied to incomplete representations. 
Consistency: consistency of data values occurs if there is more than one 
state of the information system matching a state of the real world system, 
therefore "inconsistency would mean that the representation mapping is 
one-to-many". 
Interpretability concerns the documentation and metadata that are available 
to interpret correctly the meaning and properties of data sources. 
Accessibility measures the ability of the user to access the data as from 
his/her own culture, physical status/functions and technologies available. 
Usability measures the effectiveness, efficiency, satisfaction with which 
specified users perceive and make use of data. 
Trustworthiness (of an organization) measures how reliable is the 
organization in providing data sources. 

3 Types of Data 

Researchers in the area of data quality must deal with a wide spectrum of possible 
data representations. A basic classification proposed by several authors is to 
distinguish, implicitly or explicitly, three types of data: 

1 structured, when the data are distinguished in elementary items, and each of 
them is represented with a format that can be described by a grammar. 

2 semi structured, when data has a structure which has some degree of 
flexibility. Semi structured data are also "schemaless" or "self-describing" 
data (see [9-11]). 

3 unstructured, when data are expressed in natural language and no specific 
structure or domain types are defined. 

Dimensions and techniques for data quality have to be adapted for the three types of 
data described above, and are progressively more complex to conceive and use from 
structured data to unstructured ones. For structured and semi-structured data, the 
quality of data is usually measured by means of quality dimensions such as accuracy, 
completeness, and currency, since they are context independent and associated with 
consolidated assessment algorithms. For unstructured data, assessment techniques 
are less consolidated. For example, it is inherently difficult to evaluate the accuracy 
and completeness of a text. The evaluation of timeliness is instead easier and more 
common. The frequency of updates can be easily measured for a text and related to 
benchmarks [12]. 

A second point of view sees data as a particular manufacturing product. This point of 
view is adopted. In the Information Production Map (IP-MAP) model ([13], an 
extension of the Information Manufacturing Product model [14]; the IP-MAP model 
identifies a parallelism between the quality of data, and the quality of products as 
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managed by manufacturing companies. In this model three different types of data are 
distinguished: 

• raw data items are considered as the smaller data units. They are used to 
construct information and component data items that are semi-processed 
information; 

• component data items are stored temporarily until the final product is 
manufactured. The component items are regenerated each time an 
information product is needed. The same set of raw data and component 
data items may be used (sometimes simultaneously) in the manufacturing of 
several different information products; 

• information products are the result of a manufacturing activity performed 
on data. 

Looking at data as a product, as we will see later in Section 6, allows exploiting 
well-established methodologies and procedures developed for quality assurance in 
manufacturing processes. 

The third classification, proposed in [15], addresses a typical distinction made in 
information systems between elementary data and aggregated data. Elementary data 
are data managed in organizations by operational processes, and represent atomic 
phenomena of the real world (e.g., social security number, age, sex). Aggregated 
data are obtained from a collection of elementary data by applying some aggregation 
fiinction to them (e.g. the average income of tax payers in a given city). This 
classification is useful to distinguish different levels of severity in measuring and 
achieving the quality of data. As an example, the accuracy of a field sex changes 
dramatically if we input M (male) instead of F (female); if the age of a single person 
is wrongly imputed as 25 instead of 35, the accuracy of the average age of a 
population of millions of inhabitants is minimally affected. 

4 Types of Information Systems 

Different criteria can be adopted in classifying the different types of information 
systems, and corresponding architectures; they are usually related to the overall 
organizational model and rules adopted in the organization or the set of the 
organizations that make use of the information system. In order to clarify the impact 
of data quality on the different types of information systems, we adapt the 
classification criteria proposed in [16] for distributed databases. Three different 
criteria are proposed: distribution, heterogeneity, autonomy. 

Distribution deals with the possibility of distributing the data and the applications 
over a network of computers. Heterogeneity considers all types of semantic and 
technological diversities among systems used in modeling and physically 
representing data. Autonomy has to do with the degree of hierarchy and rules of 
coordination, establishing rights and duties, defined among the organization using 
the information system. The two extremes are: (i) a fully hierarchical system, where 
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only one subject decides for all, and no autonomy at all exists; and (ii) a total 
anarchy, where no rule exists, and each component organization is totally free in its 
design and management decisions. 
The three classifications are represented all together in the classification space of 
Figure 1. Among all possible coinbinations, five main types of information systems 
are highlighted in the figure: Monolithic, Distributed, Data Warehouses, 
Cooperative, Peer to Peer, Service-oriented. 

DW 
Systems 

Distribution 

P2P and Service-
oriented Systems 

,..--'' totally 

yes 
Heterogeneity 

Fig. 1. Types of information systems 

In a Monolithic information system, presentation, application logic, and data 
management are merged into a single computational node. Many monolithic 
information system are still in use. While being extremely rigid, they provide 
advantages to organizations, such as reduced costs due to homogeneity of solutions 
and centralization of management. In monolithic systems data flows have common 
format, decided at design time, and data quality control is facilitated by the 
homogeneity and centralization of procedures and management rules. 

A Data Warehouse (DW) is a centralized collection of data collected from different 
sources designed to support management decision making. Data warehouses contain 
a wide variety of data that present an integrated and coherent picture of all data used 
in operational processes of an organization, eventually enriched with external 
sources, at a single point in time. Development of a data warehouse includes 
development of systems to extract data from operating systems plus installation of a 
warehouse database system that provides managers flexible access to the data. The 
most critical problem in DW design concerns the cleaning and integration of the 
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disparate sources that are loaded in the DW, in that much of the implementation 
budget is spent on data cleaning activities. 

A Distributed information system relaxes the rigid centralization of monolithic 
systems, in that it allows distribution of resources and applications among a network 
of systems, geographically distributed. Data design is usually performed centrally, 
but to a certain extent some degree of heterogeneity can occur, due to the 
impossibility to establish unified procedures. When the information system of an 
organization moves from a monolithic architecture to a distributed one, problems of 
data management become more complex, due to the reduced level of centralization. 
Heterogeneities and autonomy usually increase with the number of nodes. Data 
sources are typically characterized by various kinds of heterogeneities, that can be 
roughly classified into technological heterogeneities, schema heterogeneities and 
instance-level heterogeneities. Schema heterogeneity is principally due to the usage 
of (i) different data models that originate model conflicts, while Instance level 
heterogeneity deals with conflicts occurring on data values provided by different 
sources. This type of heterogeneity can be caused by accuracy, completeness, 
currency, and consistency errors, related to the processes that feed the different data 
sources. 

A Cooperative Information System (CIS) can be defined as a large scale information 
system that interconnects various systems of different and autonomous organizations, 
geographically distributed while sharing common objectives [17]. Cooperation with 
other information systems presupposes the ability to exchange information and to 
make a system's own fianctionality available to other systems. These features are 
often referred to as inter-operability in the literature and should be treated as 
prerequisites to cooperation". The relationship between cooperative information 
systems and data quality is double face: from one side one can take profit of the 
cooperation among agents in order to choose best quality sources, and improve in 
such a way the quality of circulating data; from the other side, data flows are less 
controlled then in monolithic systems, and the quality of data, when not controlled, 
may rapidly decrease in time. In cooperative information systems it is difficult, 
although crucial for achieving data quality, to individuate a subject, usually called 
data owner, that is responsible for a certain data category. In fact, data are typically 
replicated among the different participating organizations, and one does not know 
how to state that an organization or subject has the primary responsibility for some 
specific data. These aspects make difficult for a new user of the information system 
to become confident and assess the reputation of other users. Trustworthiness issues 
are also related to identification of ownership of data. Another issue crucial for data 
quality becoming relevant in cooperative information systems is to keep track of the 
provenance of data. Data provenance is defined in [18] as the "description of the 
origins of a piece of data and the process by which it arrived in the database". The 
typical mechanism used to trace the provenance is using annotations. The annotation 
concept can be used to represent a wide spectrum of information about data, such as 
comments or other types of metadata, and, in particular, quality data. 



Data Quality Management and Evolution of Information Systems 57 

In a Peer to Peer information system (usually abbreviated into P2P), the traditional 
distinction, typical of distributed systems, between clients and servers is 
disappearing. Every node of the system plays the role of a client and a server. The 
node pays its participation in the global exchange community by providing access to 
its computing resources, without no obligation on the quality of its services, and 
data. A P2P system can be characterized by a number of properties: no central 
coordination, no central database, no peer has a global view of the system, global 
behavior emerges from local interactions, peers are autonomous, and peers and 
connections are unreliable. It is clear that P2P systems are extremely critical from the 
point of view of data quality, since no obligation exists for agents participating in the 
system, and it is costly and risky for a single agent to evaluate the reputation of other 
partners. 

In a Service-oriented information system the functionalities of information systems 
are provided as services to external and potentially unknown users. Services are 
published in registries and a service-oriented architecture provides the infrastructure 
to select and invoke services. Services may be annotated with information about their 
quality-of-service characteristics, including data quality dimensions (see e.g. [19]). 
In this way the service provider can declare which are the quality characteristics of 
the service it provides, and the service user can use these annotations, both to select 
the services to use and as an element to verify the trustworthiness of the service 
provider. 

5 Application Areas 

Data qualify has a leading role in a wide number of application domains, under 
different perspectives. In the following, we discuss the role of data qualify in some of 
the most relevant application areas, selected among a wide spectrum of domains, 
and, specifically, e-Govemment, web applications, and Life Sciences. 

5.1 e-Government 

The main goal of all e-Govemment projects is the improvement of the relationship 
between government agencies and citizens, as well as between agencies and 
businesses, through the use of information and communication technologies. E-
Govemment projects must face the problem that similar information about one 
citizen or business is likely to appear in multiple databases, each autonomously 
managed by different agencies that, historically, have never been able to share their 
data about the citizens and businesses. The problem of data qualify in e-Govemment 
is worsened by the many errors usually contained in the legacy databases of 
agencies, due to many causes. First, due to the nature of the administrative flows, 
several citizens' (and businesses') data (e.g., addresses) tend to become stale and are 
not updated for long periods of time. Also, errors may occur when personal data are 
stored. Furthermore, data provided by distinct sources differ in format, following 
local conventions, that can even change in time and result in multiple versions. One 
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major consequence of having multiple disconnected views for the same information, 
is that citizens and businesses experience consistent service degradation during their 
interaction with the agencies. 

5.2 Web Applications 

Web applications are characterized by the presentation to a wide audience of a large 
amount of data, the quality of which can be very heterogeneous. There are several 
reasons for this variety, but a significant reason is the conflict between two needs. On 
the one hand information systems on the web need to publish information in the 
shortest possible time after it is available from information sources. On the other 
hand, the most relevant dimensions are, form one side, accuracy, currency, and 
completeness, relevant also in the monolithic setting, form the other side a new 
dimensions arises, namely trustworthiness of the sources. With the advent of 
internet-based systems, web information systems, and peer to peer information 
systems, sources of data increase dramatically, and provenance on available data is 
difficult to evaluate in the majority of cases. This is a radical change with respect to 
old centralized systems (still widespread in some organizations, such as banks), 
where data sources and data flows are accurately controlled and monitored. So, 
evaluating trustworthiness becomes crucial in web information systems. Several 
papers deal with this issue, see e.g. [20] and [21]. These two requirements are in 
many aspects contradictory: accurate design of data structures, and in the case of 
web sites, of good navigational paths between pages, and certification of data to 
verify its correctness are costly and lengthy activities, while publication of data on 
web sites requires stringent times. Web information systems present three peculiar 
aspects with respect to traditional information sources: first, a web site is a 
continuously evolving source of information, and it is not linked to a fixed release 
time of information; second, the process of producing information changes, 
additional information can be produced in different phases, and corrections to 
previously published information are possible. Such features lead to a different type 
of information with respect to traditional media. 
Interpretability is a dimension whose importance has increased dramatically while 
moving from monolithic systems to cooperative and internet based systems. More 
and more data and information is exchanged within flows in which the meaning of 
data is not explicitly represented. 
Accessibility is also a major quality issue in web systems to guarantee 
understandability and feasibility when navigating and querying the web. 

5.3 Life Sciences 

Life sciences data and, specifically, biological data are characterized by a diversity of 
data types, very large volumes, and highly variable quality: data are available 
through vastly disparate sources and disconnected repositories, and their quality is 
difficult to assess and often unacceptable for the required usage. Biologists typically 
search several sources looking for good quality data, for instance in order to perform 
reliable experiments. However, the effort to actually assess the quality level of such 
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data is entirely in the biologists' hands; they have to manually analyze disparate 
sources, trying to integrate and reconcile heterogeneous and contradictory data in 
order to identify the best ones. 
As an example, a typical activity of a biologist is to analyze a set of genes, with the 
objective of understanding their fiinctions. The biologist may perform a web search 
on a site that is known to contain gene data for the particular organism under 
consideration. Once the data is obtained, the biologist must assess its reliability; in 
order to do so, he may perform a new web search in order to check if other sites 
provide the same gene information. It may happen that different sites provide 
conflicting results. The biologist has also to check that the provided results are up to 
date, i.e., if a gene is "unknown" in the queried sites, or no recent publication on that 
gene is available, e.g. through Pubmed (see [22]). In order to overcome such 
problems. Life Sciences and Biology need for a robust use of data quality techniques. 

6 Methodologies for Data Quality 

Two types of recovery actions are proposed in case of insufficient data quality: 
reactive recovery actions and proactive recovery actions. Reactive recovery actions 
are performed contextually with the execution services of the information system and 
allow the recovery of running services. Proactive recovery actions are mostly based 
on data mining techniques and can only be executed in an off-line mode; proactive 
recovery actions are complex and require the support of an environment that is able 
to execute services, detect runtime faults, and perform recovery actions without 
compromising the running instances of the monitored Web services. A long term 
approach to improvement is adopted, where recovery actions have the goal to 
improve services and applications in order to avoid future failures. Process-oriented 
methods allow the identification of the causes of data errors and their permanent 
elimination through an observation of the whole process in which data are involved. 
In the following, we discuss first a proactive approach, while in the subsequent 
section reactive approaches are illustrated. 

6.1 Quality as Manufacturing of Information Products: IP-UML 

As mentioned in Section 2, an information product approach to data quality can be 
the basis for proactive process-based methods for data quality improvement. The IP-
UML approach [26] proposes to define a UML profile for data quality within a 
methodology that is based on the IP-MAP framework, with some original additional 
proposals: (i) the artifacts to produce during the improvement process are defined 
using UML elements defined in the profile for data quality; (ii) it uses IP-MAPs not 
only in order to assess quality and to detect the need for improvement actions, but 
also as a diagrammatic way to design improvement actions. The starting concepts are 
the ones defined in the IP-MAP framework. The Information Quality profile consists 
of three different models, namely: (i) the Data Analysis Model, identifying which 
data are of interest, (ii) the Quality Analysis Model, identifying the quality 
requirements for each data type, and 
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(iii) the Quality Design Model, modeling data and processes together in order to 
model process-based improvement actions. As for techniques to produce artifacts, 
design patterns for quality improvement are proposed. Quality improvement is a 
complex activity that typically requires investments in terms of money and of people 
skills. The reuse of solutions and experiences can be very useful in supporting 
quality improvement, and can reduce time and costs considerably. For instance, a 
variety of techniques for data improvement are proposed in the literature and can be 
adopted as the basis for design patterns. The most straightforward solution suggests 
the adoption of data-oriented inspection and rework techniques, such as data bashing 
or data cleaning [10]. These techniques focus on data values and can solve problems 
related to data accuracy and data consistency quality dimensions [10]. A 
fiindamental limitation of these techniques is that they do not prevent future errors. 
They are considered appropriate only when data are not modified frequently [10]. On 
the other hand, a more frequent use of data bashing and data cleaning algorithms 
involves high costs that can be difficult to justify. 
A Process to Improve data quality is proposed, consisting of three distinct phases: 
Data Analysis, Quality Analysis and Quality Improvement Design. The Data and 
Quality Analysis phases are inspired by the IP-MAP framework, and are simply 
explained by the specific UML artifacts that should be produced in each phase in 
conformance with the Information Quality profile. The Quality Improvement Design 
phase consists of two distinct sub-phases, namely: the Quality Verification phase and 
the Quality Improvement phase. The former is inspired by the IP-MAP framework; 
while, the latter has been introduced with the specific aim of using IP-MAPs to 
explicitly model improvement processes. The task of data quality improvement 
needs to be adequately supported by software tools. Such tools can be classified as 
follows: Modeling tools, supporting non-automatic activities, such as modeling and 
design. Measurement tools, implementing quality measurement techniques. Ad-hoc 
tools. 

6.2 Self Healing Systems 

Self healing systems are proposed in [27] to provide repair actions when faults in the 
information system are identified. Among the possible faults we consider in the 
present paper data level faults as a type of application-level faults. Internal data level 
faults include data quality faults that are related to the data manipulated during the 
execution of a specific service. It is important to evaluate the quality of information 
flow along a specific service since failures can be caused by incorrect or missing 
information. 
The healing approaches proposed are based on repair actions defined for the different 
types of faults, leveraging on adaptivity mechanisms at the web-service and 
application levels. In particular, we focus on healing mechanisms based both on 
service selection and substitution and on the addition of new services in composed 
processes to support self-healing functionalities. For each diagnosed fault, one or 
more recovery actions are executed and, with respect to the way in which these 
actions are performed. 
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Run time recovery actions in data quality require the identification of the causes of 
data errors and their permanent elimination through an observation of the whole 
process in which data are involved. Data tracking methods are required in order to 
determine the exact stage or steps in information process where the causes of data 
quality decreasing occur[6]. 
Tools are being proposed for data quality monitoring, analysis, and improvement. 
For instance, the Poliqual Quality Factory [28] allows performing both (i) on line 
evaluation: the property quality values and aggregate quality values are computed 
using the corresponding algorithms, as illustrated above, and (ii) off-line evaluation: 
aggregate quality values are precomputed and stored in a quality repository. 
Moreover, decision rules for applying the above mentioned evaluation techniques 
can be designed, focusing in particular on evaluation of quality metadata and 
improvement actions. 

7 Concluding Remarks 

Evolving characteristics of information systems pose new requirements with respect 
to data quality. Poor data quality has implications in terms of additional costs, both 
for data quality improvement actions and for indirect effects of poor data quality 
such as, for instance, reduced trustworthiness of providers of information system 
services. Additional research is needed to evaluate which are the most relevant 
quality dimensions according to the different characteristics of a specific information 
system. Moreover, cost implications need further investigation and techniques for 
planning, monitoring, and controlling data quality, both with reactive and proactive 
approaches are still being investigated. 
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Abstract. What has IFIP contributed to the field of information systems and 
organizations through the activities of Working Group 8.2, its central working 
group in information systems? What has WG 8.2 delivered to its constituents? 
What have the results and impacts of the WG 8.2 been on the larger 
community? This panel will not shy away from controversy as it discusses the 
history, contributions, and unrealized potential of research spawned by this 
working group over the past 30 years. 

1 Introduction 

The central IFIP working group in information systems is IFIP Working Group 8.2. 
OASIS is the acronym adopted by Working Group 8.2 to stand for Organizations and 
Society in Information Systems. One definition of oasis refers to it as a fertile spot in 
a desert or wasteland. Another definition implies that an oasis is a retreat or place of 
refuge from unpleasant or chaotic surroundings. Working Group 8.2 titles its semi­
annual newsletter as "OASIS" as well as calling its informal workshops preceding 
ICIS meetings "OASIS." 

What has IFIP contributed to the field of information systems and organizations 
through the activities of Working Group 8.2, its central working group in 
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information systems? What has WG 8.2 delivered to its constituents? What have the 
results and impacts of the WG 8.2 been on the larger community? 

Within the foregoing framework of this broad topic, this panel of past and 
present chairs of WG 8.2, and past and present IFIP officers and national 
representatives, will discuss the nature, methodologies, and direction of research 
related to the interaction of organizations and society with information systems and 
IT from inception of the working group until the present. 

The panel will engage in debate on some of the hallmark debates resonating 
through IS and WG 8.2 including the relative merits of qualitative versus quantitative 
research; the question of rigor versus relevance; and whether technical or 
nontechnical approaches are superior. 

Questions to be examined by the panel also include: Has the research originating 
from WG 8.2 members been fertile? Has WG 8.2 visibly altered the academic 
landscape? Or are the premier journals, deans of business schools, and junior faculty 
in IS still taking conservative (or safe) approaches identical to those held prior to the 
inception of Working Group 8.2? Additionally, have we been inclusive or exclusive 
in the way we accept innovative ideas, paradigms, methodologies, tools or even IS 
researchers? 

Among the participants in this panel are four Past Chairs WG 8.2, a Past Chair of 
TC8, and the Current Chair of WG 8.2. 

About the Panelists 

Kenneth E. Kendall, Ph. D., (panel chair) is a professor of ecommerce and 
information technology in the School of Business-Camden, Rutgers University. He is 
one of the founders of the International Conference on Information Systems (ICIS) 
and a Fellow of the Decision Sciences Institute (DSI). He is currently the President-
Elect of DSI and a Past Chair of WG 8.2. Dr. Kendall has been named as one of the 
top 60 most productive MIS researchers in the world and recently co-authored a text. 
Systems Analysis and Design, sixth edition and Project Planning and Requirements 
Analysis for IT Systems Development. Dr. Kendall has had his research published in 
MIS Quarterly, Management Science, Operations Research, Decision Sciences, 
Information & Management, CAIS and many other journals. For his mentoring of 
minority doctoral students in information systems, he was named to the Circle of 
Compadres of the Ph.D. Project, which was begun by the KPMG Foundation a 
decade ago to increase the diversity of business school faculty. Professor Kendall's 
research focuses on studying push and pull technologies, ecommerce strategies, and 
developing new tools for systems analysis and design. His email is 
ken@thekendalls.org. 

Dr. David Avison is Professor of Information Systems at ESSEC Business School, 
Paris, France after being Professor at the School of Management at Southampton 
University for nine years. He is joint editor of Blackwell Science's Information 
Systems Journal. He has over twenty books to his credit (plus one translation from 
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the French). Recently he published four books, including the third edition of the text 
Information Systems Development (jointly with Guy Fitzgerald). He has published a 
large number of research papers in learned journals, edited texts, and conference 
papers. He served as vice chair of IFIP technical committee 8 and was past Chair of 
IFIP WG 8.2. He was past President of the UK Academy for Information Systems 
and also chair of the UK Heads and Professors of IS. Recently he was a Program 
Chair of ICIS 2005 in Las Vegas. He researches in information systems development 
and on information systems in their natural setting, in particular using action 
research, though he has also used a number of other qualitative research approaches. 
His email is avison@essec.fr. 

Gordon B. Davis is the Honeywell Professor of Management Information Systems 
at the Carlson School of Management, University of Minnesota. He received his 
MBA and Ph.D. from Stanford University. He also holds honorary doctorates from 
the University of Lyon, the University of Zurich, and the Stockholm School of 
Economics. He is a Fellow of the Association for Computing Machinery. He is the 
U.S.A. representative of IFIP Technical Committee 8 (Information Systems) and has 
served as chairman of TC8. He serves on the editorial boards of major journals in the 
field. He has published extensively and written 20 books in the MIS area. His areas 
of research include MIS planning, information requirements determination, 
conceptual foundations for IS, control and audit of information systems, quality 
control for user-developed systems, in-context assessment of information systems, 
and management of knowledge work. Gordon can be reached by e-mail at 
gdavis@csom.uimi.edu. 

Julie E. Kendall, Ph. D., is an associate professor of ecommerce and information 
technology in the School of Business-Camden, Rutgers University. Dr. Kendall is 
the immediate Past Chair of IFIP Working Group 8.2 and was awarded the Silver 
Core from IFIP. Professor Kendall has published in MIS Quarterly, Decision 
Sciences, Information & Management, CAIS, Organization Studies and many other 
journals. Additionally, Dr. Kendall has recently co-authored textbook. Systems 
Analysis and Design, sixth edition. She is also a co-author of Project Planning and 
Requirements Analysis for IT Systems Development. She co-edited the volume 
Human, Organizational, and Social Dimensions of Information Systems 
Development published by North-Holland. Dr. Kendall is a Senior Editor for JITTA 
and is on the editorial boards of the Journal of Database Management and IRMJ and 
was Co-Coordinator of the DSI Doctoral Student Consortium in 2003. She also 
serves on the review board of the Decision Sciences Journal of Innovative Education 
and was a functional editor of MIS for Interfaces and an associate editor for MIS 
Quarterly. Dr. Kendall is researching policy formulation for ICTs in developing 
countries, and agile methodologies for systems development. Her email is 
julie@thekendalls.org. 

Frank Land received his Bsc (Econ) from the London School of Economics in 
1950. In 1952, he joined J. Lyons, the UK food and catering company that pioneered 
the use of computers for business data processing, building its own computer, the 
LEO (Lyons Electronic Office). He stayed with LEO until 1967 when he was invited 
to establish teaching and research in information systems at the London School of 
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Economics. In 1982, he was appointed Professor of Systems Analysis. In 1996, he 
became Professor of Information Management at the London Business School. On 
his retirement in 1992, he was appointed Visiting Professor of information 
Management at the LSE. Frank is a past Chairman of IFIP WG 8.2. He can be 
reached by e-mail at FLandLSE@aol.com. 

Michael D. Myers is a Professor of Information Systems in the Department of 
Management Science and Information Systems at the University of Auckland, New 
Zealand. He is currently the Chair of IFIP Working Group 8.2 and President-Elect of 
AIS. Michael has published widely in the areas of qualitative research methods, 
interpretive research, ethnography, and information systems implementation. He is 
editor of the ISWorld Section on Qualitative Research, senior editor of MIS 
Quarterly, an associate editor of Information Systems Journal, and Editor in Chief of 
the University of Auckland Business Review. Michael can be reached by e-mail at 
m.myers@ auckland.ac.nz. 
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Abstract. The design of the organization of information services in large 
public organizations must be improved to give a better answer on the 
changing political, administrative and social demands being made on 
large public bodies. At the moment it is not clear how the organization of 
the information services should function in this respect. Up imtil now the 
organization of the organization of the information services is part of the 
operations organization. The distance to the strategic function in a public 
organization is therefore large. To make better use of IT it is necessary to 
bridge these gap. In the last year investigation is done if and how these 
gap can be bridged and a first new design was made. 

1 Background 

These days, the significance of developments in information and 
communications technology (IT) has a great influence on public organizations. 
Those developments have now reached the stage where they can be regarded as 
one of the major factors to influence the changing political, administrative and 
social demands made on public organizations. These changes are creating a 
need for public organizations to innovate. Something that affects not only their 
operational management, but also their mission. 
In the past period IT within the public sector has mainly been used to increase 
the effectiveness and efficiency of operational management. But developments 
in IT mean that it must be applied to the same ends in business processes to 
serve the changing political, administrative and social demands made on public 
organizations. As far as the public sector is concerned, this is the case in two 
such processes: policy development and services. 

Until now, the organization of information services within the public sector 
has reflected the original fimction of IT within organizations: support for 
operational management. This becomes clear by the fact that the IT function 
often forms part of the operations organization, or even technical services. That 
distances it from the strategic function. As a result, only limited use can be made 
of IT'S innovations and it is difficult to predict accurately what the repercussions 
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would be for the business. To enable better use of IT, investigation is needed 
into how the IT function within the public sector should be organized. 
In these respect the main question is: How should the information service in 
large public organizations be organized in a way that it is possible to bridge the 
gap to the strategic function. 

2 Research Objectives 

To answer this question, we first looked at the extent to which IT can bring 
about innovation within the public sector. In order to pose a picture of this notice 
should be taken of the changing political, administrative and social demands 
being made on large public bodies; for example, new requirements in respect of 
demand-based leadership, integration and policy co-production against the 
backdrop of such developments as social emancipation, internationalization and 
technological developments - including IT itself [1-3]. The innovations being 
referred to here concern the way in which policy comes about and is 
implemented, as well as the content of that policy and the resulting services. 

The influence of IT in this area is difficult to determine because, on the one 
hand, its development underlies the changing demands being made and, on the 
other, it is one of the tools used to remove the problems, which they create. 
Moreover, the deployment of that tool creates more problems, which can then be 
solved through the further application of IT [4]. 
Furthermore, in order to understand these relationships, it is necessary to know 
more about the innovative power of IT. This is not easy, since it is a relatively 
recent technology, the full scope of which has yet to be appreciated. As part of 
this study, then, we first tried to paint a broad picture of the situation from two 
different angles: IT as social change and IT as a virtual world. This made it clear 
that there is indeed a complicated relationship. To investigate this, we opt to take 
a small section of reality and look at how the information services related to it 
are organized. In the first instance, four projects were examined at the ministry 
of education, which is striving to achieve policy innovation. 

3 Development of Analytical Framework 

The next step consists of the development of an analytical framework to start the 
research. The analytical fi-amework is made up of the following components: 
• Two theoretical frameworks, by which the influence of IT's innovative 

strength can be revealed and the organization of information services 
described; 

• An analytical method, to determine the actual relationship between the 
influence of IT's innovative strength and the organization of information 
services. 

As the basis for the first framework, the influence of IT was defined in more 
detail and subdivided in terms of value and significance. These aspects are 
defined using five characteristics of technology in the network society [5] and 
five intrinsic properties [6,7] associated with them. 

• Value of IT, defined in terms of: 
o Importance/meaning; 
o Broad applicability/pervasiveness; 
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o Use of network logic/networking logic; 
o Independence of process sequences/flexibility; 
o Ability to integrate/convergence. 

• Significance of IT, defined in terms of: 
o Horizontalization; 
o Virtualization; 
o Deterritorialization; 
o iVIultimediatization; 
o Interactivity. 

We then investigated the individual influence of these characteristics and 
properties. On the one hand, these involve opportunities in order to work more 
efficiently, more effectively and differently; on the other hand, they relate to 
organizations' ability to change such aspects as time, space and relationships. 
Based upon this investigation, a first theoretical framework was constructed 
[8,9]. 

A second such framework was then developed, which can be used to 
describe the organization of information services. Here, a distinction was drawn 
between the structure of the IT organization and its place within the institution as 
a whole [10-12]. In this framework a distinction is made in: 

• Functions of IT 
o Decision making 
o Policy development 
o Administration 
o Service supply 
o Innovation 
o Control 

• Governance of IT 
o Business monarchy 
o ICT monarchy 
o Feudal 
o Federal 
o Duopoly 
o Anarchy 

• Products of IT 
o IT policy and strategy 
o Investment and priorities 
o Architectures 
o Infrastructures 
o Applications 

Based upon these two theoretical frameworks, an analytical method was 
developed. This was used to investigate the extent to whether, in practice, there 
is an identifiable link between the degree of cohesion created in IT innovation 
and policy renewal on the one hand, and the organization of information services 
on the other. In doing this, a cyclical innovation model was used [13]. To 
analyze our findings in this research this methodology can be used because 

The cyclical innovation model was developed to study processes of 
innovation which matches the focus of our analysis; 
As a resuh of technological developments IT can be considered to be a 
strongly growing knowledge area; 
The potential value or 'promise' of IT can (in the model) be regarded as 
some form of applied knowledge. 
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From this model, four situations that characterize the relationship between policy 
renewal and IT innovation could be distinguished. 
1. One-dimensional and driven: there is no relationship between IT innovation 

and policy renewal, and the value and significance of IT are only considered 
to a limited degree; 

2. One-dimensional and co-coordinated: there is a relationship between IT 
innovation and policy renewal, but the value and significance of IT are only 
considered to a limited degree; 

3. Multidimensional and driven: there is no relationship between IT innovation 
and policy renewal, but the value and significance of IT are considered to a 
high degree; 

4. Multidimensional and co-coordinated: there is a relationship between IT 
innovation and policy renewal, and the value and significance of IT are 
considered to a high degree. 

4 Application of the Analytical Framework to three Case 
Studies 

We then turned our attention to several different programs and projects at Dutch 
departments of state, clustered to form three case studies, to see how they draw 
upon IT'S power to innovate in their own organization. The case studies 
concerned: the ministries of Health, Welfare and Sport, Justice and Transport 
Public Works and Water Management. Some of these were in the area of policy 
development and implementation, others covered operational management 
issues. For each case study, we first revealed our findings and then presented a 
number of observations and conclusions. All of these were derived from the 
analytical method we have developed. We used the method from the perspective 
of the concerned IT-expert and the business manager involved. It pointed pout 
that in each of the ten studied aspects different answers were given. The 
following results were booked: 

1. The importance of information: IT's value in the network society is first 
of all defined by the extent that the usage of information is considered 
of more importance than the underlying technology, used for retrieval, 
processing and distribution of that information. In general it seems that 
project managers and involved experts, concerned with the actual 
content (of an issue, problem or work process), value the information 
itself more than IT experts do. A shared and supported vision as a basis 
for decision-making in favor of the role of information instead of 
technology is hardly seen. In addition it can be noticed that IT experts 
as well as other experts value a properly working, technical 
infrastructure. It is not always evident to what extent the lack of this 
technology actually forms an obstacle. Not having an underlying vision 
makes it difficult to emphasize the importance of information in a more 
structural matter. 

2. Broad applicability: Secondly IT's value is determined by its usage in 
different areas. A distinction can be made between its use in operations, 
policy making and policy implementation. In each of these three areas 
IT can be used in an all-embracing, comprehensive way or only for 
specific tasks. The ideas concerning the applicability of IT are 
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ambiguous. The dominant idea however, supports a limited 
applicability. In several cases one deliberately chose for limited use of 
IT. In other cases this was done more implicitly, by emphasizing IT use 
in operations and the underlying technical infrastructure. Only in a few 
cases a universal applicability was recognized and in one case this was 
based on an underlying vision. 

3. Use of network logic: Thirdly, IT's value is determined by the degree of 
involvement of elements of the network society in the application of IT. 
In a network society (work) processes take place in layered and 
branched networks more and more. This makes the positioning of used 
information difficult and also leads to an increase in unstructured 
information. In nearly none of the studied project and programs, 
architectures are considered or propositioned as a tool to make use of 
network logic. The application of architectures is mostly based on 
technical basic assumptions, for instance to form different (technical) 
modules or provide a solid base for building a technical infrastructure. 
As a result mostly IT experts are concerned with architectures, while 
other involved experts or project managers are not. Another 
consequence is that the results of projects and programs in the long 
term will not be flexible enough to react to, or adapt to changing needs 
and conditions. 

4. Independency of sequence in processes: Before processes were run in a 
certain sequence in order to get the desired products. Using IT, the 
sequence in these processes becomes irrelevant and can be shuffled or 
reversed. By doing this in many cases the efficiency and effectiveness 
of a process can be improved. The degree to what this advantage of IT 
is accounted for also determines the value of IT. In the majority of the 
studied projects and programs this possibility of changing the sequences 
of a process is recognized. In one of the cases it will actually be done. 
In approximately half of the cases this possibility is seriously taken in 
consideration. No clear distinction can be made between the role and 
opinion of IT experts or other involved experts and project managers 
regarding this value of IT. It is also unclear how this actual application 
of IT can be realized. 

5. Integrating ability: The use of IT can have different faces. A distinction 
can be made between different forms of communication such as using a 
regular ('wired') connection versus wireless, different standards, 
different sorts of work stations, emphasizing speech, data or text and 
applying web technology or not. IT's value in a network society is also 
determined by the degree of different forms of communication that can 
be used uncomplicated and at the same time. In only one case this value 
was recognized and used. The reason for this was obvious. The 
involved project managers indicate that mostly well-tested technology 
is used instead of (relatively new) concepts that intend to integrate 
different techniques. Another reason can be found in the fact that most 
of the studied projects started some time ago, when not all of today's 
possibilities were available yet. A third reason may be based on the 
project managers' need to match with the technology already used in 
their sector. By making only limited use of the integrating ability of IT 
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the results of the studied projects and programs may be considered 
outdated on a relatively short term. 

6. Horizontalization: The meaning of IT in a network society is firstly 
visible in the way this society operates. This implies that government's 
traditional role will change and become more coordinate. The studied 
projects should fit into a society that is functioning on the basis of new 
administrative steering directives in the near future. This makes it 
important to investigate to which degree the set of instruments that is 
developed, fits in such a society. The majority of projects show that 
they take account of this changing role of the government. This can be 
read from the reasons for starting these projects, the way the projects 
are carried out and the use of the results after finishing the projects. In 
the actual content of the projects this is less visible however. The 
majority of the projects and program's focus on improvement of 
existing processes. As a result the traditional way of working is 
redesigned with the opportunities of a government in a network society. 

7. Virtualization: The growing use of IT can increasingly create any 
thinkable reality in a virtual world. Because of this dematerialization 
identities and meanings can be (re)created and manipulated. For the 
public administration this meaning is of great importance because of its 
consequences for authenticity, reliability and unequivocality. These 
three values cannot be taken for granted anymore. One reaction to this 
could be intensifying the demands on these three values and making 
such arrangements that the traditional standards can still be met. A 
different reaction could be the recognition of this meaning of IT and 
anticipation on this fiindamental change in society. An overall 
agreement exists regarding the consequences and possibilities of 
virtualization. All studied projects and programs decided to react in a 
repressive way, which meant that questions regarding authenticity, 
reliability and unequivocality are prominent items on the agenda. A 
discussion regarding an ahemative attitude in order to be able to 
anticipate on this meaning of IT in a network society was not seen in 
any of the studied projects. IT experts as well as project managers and 
other involved experts did not seem to be interested in such a 
discussion. 

8. Deterritorialization: As a result of dematerialization, the physical place 
of action will lose its value. Activities and transactions are not reducible 
to a certain physical place anymore, which leads to an increase as well 
as a decrease in scale. IT connects dispersed actors, physical places and 
activities. Organizations can become lose from or independent of a 
(physical) territory, which influences their external operating as well as 
their internal design. The studied projects and programs only partly take 
account of the meaning of deterritorialization. To what degree they do 
so and what aspects are seen as important vary. The majority strives for 
concentration of activities, places and actors regarding control tasks and 
technical support. Ideas regarding possibilities for scaling down in the 
sense of custom-made solutions and opportunities were only seen in a 
few cases. In addition these organizations were rather forced to these 
ideas by the circumstances instead of having them supported by an 
underlying vision. 
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9. Multimedia: The fourth meaning of IT concerns multimedia, or the 
possibility to communicate in an endless series of different 
combinations, which offers much more opportunities than was the case 
in the recent past. The studied projects and programs do not or hardly 
show any use of multimedia. Only one project mentions the possibility. 
This is rather awkward, since especially in public domains, accessibility 
should be aspired. None of the studied projects and programs indicated 
any form of anticipation on this meaning in the near future. This counts 
for the IT experts as well as the project managers and other involved 
experts. 

10. Interactivity: Interactivity may be well the most intriguing meaning of 
IT. The possibility to rapidly start all thinkable relationships, actions 
and reactions in an endless range of different variants, is the actual 
reason or cause for the existence of the network society. This creates a 
society in which the standard is abundance. Projects directed at 
improvement of the performance of the government must take account 
of this meaning. This is seen in two of the studied projects and 
programs, which have included this meaning as one of the 
characteristics of the project. In the other projects neither IT experts nor 
project managers or other involved experts pay any attention to this 
meaning of IT. 

Next, based on these case studies, several generic conclusions were drawn. In 
general, it can be concluded that policy renewal and IT innovation do not yet go 
hand in hand in the vast majority of the programs and projects studied. 
Based upon our findings, observations and conclusions in respect of the 
programs and projects studied at each case study, we also produced an overall 
assessment of the IT function's position within them. These painted three 
different pictures. 
• At the first case study, the picture is a checkered one. IT is meaningful in 

some respects, but subservient in others; 
• At the second case study, the picture is more coherent. IT's position here is 

somewhere between that of a cost centre and subservience; 
• At the third case study, the conclusion can be dravra that IT's primary 

position is as a cost centre where the costs are not regarded as that 
important. 

In other words, in virtually none of the cases studied the IT function occupies a 
meaningful position. To change this, improvements must be made in the 
organization of information services in such a way that it becomes possible to 
conduct programs and projects in a more co-coordinated, multidimensional way 
and so to allow the IT function to assume a position of greater significance. To 
make this possible a design framework was constructed. 

5 Practical Test of the Design Framework and Conclusions 

To take proper account of the characteristics and properties of IT in a network 
society, the necessary demands to the organization of information services 
identified in analyzing the case studies must come in the following areas. 
• More emphasis on a market-based strategy rather than a functional one; 
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• The use of process control in combination with information architectures, 
with less emphasis on operational IT issues; 

• Introducing cohesion by enhancing the tactical authority of the managers 
concerned, with less emphasis on supply-led control. 

We then positioned these demands in terms of the so-called "nine-cell model" 
[14]. From that, a design approach covering the following points was described. 
• Improving the mutual cohesion of business strategy and IT implementation; 
• Improving the relationship between strategy and implementation, in respect 

of both the business and the IT; 
• Improving the relationship between business and IT at both the strategic and 

the operational level. 

The expectation was that, if this rules were used to make the improvements, the 
information services could be organized in such a way that better use be made of 
the innovative powers of IT. 
To test this approach, we now applied it at three pilots. The pilots concerned: 
The Immigration and Naturalization Service, The Food and Consumer Product 
Safety Authority and the National Police Services Agency 
It can be stated that none of these had reached a stable final situation at the end 
of the work. All have made a start on the change, but none have completed it. 
Our experiences in applying the design framework resulted in several 
conclusions. 

1. Solving everyday problems usually had priority. This can be explained 
by the fact that the organizations were behind in their development and 
implementation of information management and that they, at the same 
time, strongly depended on a properly working information household. 
Because in most cases it was often unknown what caused the occurring 
problems, the starting point (of changes) could not be clearly defined 
and information management was merely led by ad hoc solutions for 
presently occurring problems. 

2. Besides the uncleamess of the present situation, the future of the 
organizations is diffuse as well. This is related to or even caused by 
changing social, administrative and political conditions and the 
incompetence to predict (the consequences of) the development of e-
govemment and e-govemance or the influence of the implementation of 
process management. 

3. The gap between the present and (near) future, as far as both can be 
fully understood, is rather large. This gap can prevent those concerned 
to look into the future or to take account of the present. 

4. New instruments or other means must be developed to overcome this 
gap. This can be a difficult job however, because such means (for 
instance an information architecture) usually do not directly contribute 
to present problems and cannot realize the desired situation in a short 
period of time. 

5. Bridging the gap by taken small steps in the right direction can be hard 
to realize, because the need for such an approach is difficult to 
concretize. Moreover the managers are not eager to be involved in 
making a strategy or vision operational, while IT experts are not that 
willing to give priority to functionality over technology (due to a lack 
of knowledge and experience outside their own field). 
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The approach developed thus seems to be inadequate as a solution to the 
research question. This may be caused by the fact that the organization of the 
information services should be changed by the innovative power of IT; improved 
products and processes alone are not enough. Nor is it sufficient to develop and 
produce a new blueprint. Rather, the right institutional conditions have to be 
created to enable the necessary improvements. Therefore, the research question 
for this study needs to be redefined as follows: What conditions should be 
created to organize the information services at large public bodies in a network 
society? 

6 Recommendations for Further Research 

The study reveals that many questions remain unanswered. In particular, whether 
information services will be better organized once the structure has been 
changed and, even more importantly, whether public bodies will then be able to 
meet the other political, administrative and social demands being made of them. 
Consequently, this study can perhaps best be regarded as a starting point for 
further research. In this respect, three questions are important. 

• How can an information services architecture be designed to improve the 
process of automation? 

• Is it possible to use business rules as a solution for steering the information 
services? 

• Can a competence centre be a useful tool for bridging the gap? 
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Abstract. Business Process Reengineering (BPR) came up as a key concept in 
the 1990s, with a high impact on management and transactions of private 
companies. However, it has not been so well accepted in public administration. 
Nowadays, many projects for changes in government are related to electronic 
government. According to this, this article discusses the role of BPR in this 
context, its contribution to this kind of initiative, and if it is a required element 
to go forward. Also, the difficulties in carrying out the BPR in the particular 
case of e-govemment are analyzed, taking into account the characteristics of 
this kind of project, the stages that are generally involved and the enviroimient 
in which it is performed. Finally, a basic structure for the development of e-
govemment is provided, speciiying the insertion of BPR for reaching a more 
efficient, effective and foreseeable management of new projects. 

1 Introduction 

Internet has influenced our way of living and working. One of its effects on 
government is what we call electronic government or e-govemment. There are many 
definitions, but in a simplified way it consists of introducing the Internet and 
computer networks into the actions of government. 

However, e-govemment experiences have shovra poor results when compared 
with those achieved in the private sector. A series of errors are produced, with a high 
rate of failures [1]. Many difficulties come up from the need of transforming the way 
in which the activities of the public sector were traditionally executed to take 
advantage of these new technologies. This forces the use of transformation tools, like 
Business Process Reengineering (BPR), to carry out the changes. 
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Public services require changes starting from the introduction of Information 
Technology (IT); but its advantages have been poorly taken bearing in mind certain 
characteristics of the public sector: 
• Processes are highly structured: information requirements, methods for 

processing information and desired formats are known precisely. Also, criteria 
for decision making are completely understood, with clearly defined and 
repetitive steps. It is hard to have these old and complex procedures transformed. 

• Government is the only one that provides public services. Interaction with 
government is not a matter of choice. These requisites inhibit the introduction of 
customer satisfaction criteria, services improvement, quality management, etc. 

• In general, the characteristics of the public sector differs fi'om those of other 
fields. There is less flexibility to carry out modifications, limited culture of 
change, etc. 

• There is a big fragmentation of workflows. 
• There are many levels of decision-making and centralized control. All agencies 

work in an isolated manner, managing their own resources [2]. 
• In general, political leaders ignore matters related to IT and its capabilities, and 

delegate them to technical experts [3]. 
Government faces serious restrictions in carrying out the required transformation 

related to BPR projects to take advantage of the IT capabilities. 
The present work studies the role of BPR in the development of e-govemment. 

Different stages are posed and the influence of BPR at each stage is analyzed, 
particularly for the case of one-stop e-govemment. Also, a basic framework for the 
e-govemment application is considered and the role of BPR is specifically studied in 
relation to each step so as to assure an effective BPR use. 

2 Electronic Government 

E-govemment can be defined as any govemmental activity based on the use of 
computer networks. Different types of interactions of the govemment can be 
identified: G2C (to Citizens), G2B (to Business), G2G (to Govemment), etc. Some 
definitions provide very broad meanings: Lenk and Traunmuller [4] consider as e-
govemment any proposal of modemization of the public sector. In a more limited 
definition used in this work, the term refers just to the administrative processes. 

One-Stop Govemment (OSG), a concept related to e-govemment, consists of the 
integration of services from the viewpoint of users (citizens, business and public 
servers) [5]. Public services are stractured according to specific citizens' life-events 
and business situations. So, new products are generated to satisfy users' demand for 
flexible access, without the usual distance and time restrictions. OSG requires the 
complete integration of the usually fragmented public agencies because services are 
provided from only one access portal. 

In the traditional access, it was compulsory for the user to go through agencies 
following the logics of operative procedures. In the case of OSG, all services are 
integrated in a unique entrance portal (Figure 1). Not only front-office is affected, 
but also the processes need to be restmctured. OSG requires more coordination 
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between agencies to integrate processes. BPR is a natural tool to achieve this. 
However, BPR has not proved to be efficient in government so far. 

Traditional Access 
One-Stop 

Entrance and 
Front-Office 

Fig. 1. Traditional access to state-owned services vs. one-stop government 

3 BPR Difficulties in Government 

Due to special characteristics of public processes, the experiences of the private 
sector with BPR cannot be directly transferred to government. Indeed, some authors 
argue that a successful BPR is not possible in the public sector [6]. According to 
Heeks [1], 35% of BPR projects fail completely (they are given up or never 
implemented), 50% fail partially (main objectives are not achieved) and only 15% 
are successful. Scholl [7] analyzes BPR practices in government. Table 1 presents 
the most common difficulties that usually appear in BPR projects in government. 

Table 1. BPR difficulties in the state-owned sector 

Attitude 
Scope 
Extension 
Knowledge 
Leadership 
Objectives 
Institutional 
Restrictions 
Resources 
Techno centrism 

Willingness to apply the radical changes derived from BPR. 
Changes depth. The more drastic the change, the wider its scope. 
Amount of functional areas and entities included in business processes. 
Abilities of leaders and team members in charge of BPR. 
Project leader influence and authority. 
Definition degree of objectives to be attained with the project. 
Legislation and standards that restrict the development of new proposals. 

Availability of human and financial resources. 
Focusing on technological uses and ignoring other organizational aspects. 

Attitude: Not everyone accepts the changes posed by the BPR. Uimecessary work is 
eliminated. There is an on-going conflict between the need of modifying labor 
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guidelines upheld for a long time and the lack of contribution from affected people. 
Project BacenSenado [8] is an example of human factor value. The main reason of 
its failure was the senators refusal to use the system on the grounds that their 
obligations were decision-making and political relationships. 
Scope: the more relevant the change, the greater the potential of reaching significant 
benefits. Many of the innovative IT applications take place on superficial aspects of 
processes. They are easily accepted because the organizational structure remains 
intact [9]. In general, the first applications of IT were focused on task automation. 
Deep changes generate more resistance, but also imply larger benefits. 
Extension: A business process includes many functional areas and the participation 
of its stakeholders. BPR projects must be coordinated at a level that is high enough 
to identify problems and opportunities on a large scale instead of suggesting partial 
improvements that solve part of the problem or some symptoms. This implies 
working with a large number of agencies, which increases the difficulties. Each 
agency has its own special features and objectives. Communication problems arise to 
break boundaries and generate workflows through several agencies, regulations, and 
legal limitations to which the government is subjected [10]. 
Knowledge: the Public sector is not used to changing and taking advantage of IT. 
Then, internal areas that have experience to manage this kind of problems are not 
usual. Anyway, in the last years, new methodologies and approaches (for example 
New Public Management) have encouraged the development of specific offices to 
study these subjects without resorting to external consultants. 
Leadership: A top-down leadership, which manages motivated people doing non­
standard tasks, is required for the BPR. This is difficult when carrying out changes in 
high administrative positions as a result of elections. BPR efforts can be rejected or 
abandoned by the new authorities. Even when being continued, BPR is likely to have 
a different leader, and consequently going forward becomes quite difficult because 
there may be changes in interests, available resources, etc. BPR implies changes 
extended in time and risks that must be led by the same person. 
Objectives Definition: Many BPR projects fail because corporative goals are not 
taken into account [11]. BPR involves many agencies with different interests and it is 
hard to arrive to consistent objectives that match all their needs. In this sense, highly 
fragmented processes and the change of authorities are very significant constraints. 
In contrast to the private sector, it is very difficult to assess benefits such as customer 
satisfaction, growth, result improvements, etc. This situation makes it hard to show 
the BPR benefits and to justify the associated risks. 
Institutional restrictions: The institutional dimension has a very important role as an 
inhibitor of innovations. Redesigned processes are affected by restrictions that 
current legislation imposes. Government bases its behavior on standards that inhibit 
redesign. Administrative processes are subject to financial, legal, etc. restrictions, 
that strengthen the adopted bureaucratic structure [9]. Institutional constraints are 
usually more strict than those in the private sector, thus drastically limiting the 
possibility of redesign. 
Resources: Experience shows that BPR generally takes more time than what has 
been estimated, involves more people and resources than the available ones and 
always comes up with unexpected problems. There is a series of problems: annual 



Business Process Reengineering Role in Electronic Government 81 

budgets handling in projects with a larger duration, resources correct estimation, the 
need of sharing resources among several areas, shared management, etc. 
Techno centrism: Likely, IT incorporation increases bureaucracy and generates 
dependence on a specific technology [5]. Many organizations have spent a lot of 
money on IT to automate existing processes without determining if they were 
necessary or not. BPR includes IT with the aim of implementing innovative solutions 
but demanding, as well, changes in organizational level. The risk of not exploring 
solutions which implies organizational changes is high. 

4 The Need of BPR in E-government Framework 

Transformation projects in the public sector revolve around e-govemment and BPR 
is a methodology to redesign taking advantages of IT capabilities. So, it is interesting 
to relate both concepts to find out the extent to which using BPR in e-govemment 
initiatives is necessary. 

Several studies have analyzed e-govemment implementation based on models 
with development stages (Table 2). Lisbon European Council [12] identified four 
levels of e-govemment evolution. The first level just consists of the information 
presentation about public services; the second level provides downloadable forms 
from the website; the third level allows online processing of forms; and finally the 
fourth level provides integrated e-services and the possibility of making online 
transactions. Layne and Lee [13] include levels of catalogue, transaction, vertical 
integration and horizontal integration. Reddick [14] considers only two levels. The 
first level involves the initial efforts of govemment to establish online presence, 
presenting information about its activities on the Internet. The second level is the 
transactional stage, in which govemment shows online databases, allowing citizens 
to interact for the payment of taxes, etc. 

Table 2 Modelsof e-govemment levels 

MODELS 
Lisbon European 
Council [12] 
LayneyLee [13] 
Reddick [14] 

LEVELS 
Information 

Catalogue 

Interaction 

Transaction 
Information 

Interactive 

Vert. Integration 

Transaction 

Horiz. Integration 
Transaction 

It is possible to find equivalences between models. The aim is to specify stages 
that show the degree of e-govemment progress and the increasing difficulty of its 
implementation. Nowadays, the number of e-govemment initiatives of level 1 in any 
of the models is greater than those of other levels. An important element to be taken 
into account is the quality of the offered services, which is notorious when 
transactions are involved. This is related to the increased implementation 
complexity. The effort required to provide information online is not the same as the 
effort needed to offer transactional services. 
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Front-Office Back-Office Integration 

I Functional 
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J of process 

I Redesigned 
r process 

J (BPR) 

Figure. 2. Stage 1 of e-govemment 

Projects start at the first level as a result of individual and isolated initiatives of 
each agency, basically focused on technical matters (performance, security, tools for 
the portal development, equipment, etc.) and front-office questions (website content, 
how it looks, formats, etc.) (Figure 2). Back-office remains without changes. Starting 
from the need of offering new services and improve the current ones, there is an 
evolution towards higher levels. Technical matters and business processes must be 
considered, though difficulties are always greater during the process integration. 

_ Integration ^ 
Front-Office ; Back-Office ^ ^ ^ -^ 

Authority 1 I areas with 
r Q • • • f no concept 

af process 

I Functional 
I areas with 

I I no concept 
J of process 

Redesigned 
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Figure. 3. Stage 2 of e-govemment (OSG with BPR per Authority) 

Front-Office 

Many Authorities participate in the same process 

Fig. 4. Stage 3 of e-govemment (OSG with BPR between Authorities) 
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Figure 2 shows an unequal evolution of e-govemment initiatives in its first steps, 
depending on each agency authorities. There is no connection between different 
projects. In the first portal, an initiative that is still at the initial stage, back-office 
shows a group of tasks that has not been integrated with a significant fragmentation. 
The second portal, an initiative at a higher level, shows that the authority has 
redesigned the process. The tasks composing the process have been integrated. The 
difference between projects shown in Figure 2 is marked by the vertical integration 
of activities of each business process in the back-office. It will remain at an initial 
stage of e-govemment, while these tasks are not integrated. Moving to a higher level 
requires working with a complete process. The application of a radical redesign is 
closely related to difficulties detailed for BPR in Section 3. Figure 3 shows an initial 
stage in an OSG solution. Usually, authorities detect many individual initiatives. 
This creates a series of problems: duplication of efforts, low quality portals, loss of 
institutional image due to poor design or low performance, incompatibilities of 
initiatives, etc, leading to an OSG proposal that integrates different initiatives. 

The OSG integration is different to the previous cases. Its development is 
independent from individual agencies and a coordinated approach is required. To 
abstract the citizen fi-om government fragmentation, on the one hand, a strong 
technologic infrastructure must be provided. On the other hand, views, contents, 
formats, etc. must be standardized when portals of different agencies are integrated. 
Data must be combined in a unique consistent database or, at least, must have a 
common access to the data sources. Information systems fi-om different agencies 
must be compatible. Figure 3 shows an intermediate stage of this evolution, 
integrating front-offices fi-om different initiatives. Basic guidelines are generated 
about contents, formats, etc.; and the requirements each agency initiatives must meet 
are standardized and included in this global portal. Then, OSG advances on back-
office. Basically, it works first on front-office since it is directly related to e-
govemment initial levels. 

The evolution to higher levels of OSG requires interaction among agencies, 
through a horizontal integration among current processes. In many cases, agency 
existence can be discussed. Many of them have been created in a fragmented 
government to perform tasks that have now disappeared because information is now 
available online (Figure 4). This new stage requires a different process redesign. 
Starting from the analysis of the interactions of the n existing processes, many of 
them are not now required, because they are combined, others disappear, etc., with a 
tendency towards wider processes integrating more agencies. This will be enabled by 
digital media for performing tasks instead of the traditional papers. Figure 4 shows 
the shift from previous n processes to new m processes, with m < n. Besides, the 
process owners must be considered because the interaction between agencies forces 
them to define the scope of the tasks and who are in charge of performing them. 

4.1 One-stop E-government Difilculties 

The need for integrating business processes and systems increases in the OSG. The 
changes are very complex due to a series of difficulties that may arise: 
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• Technical: the lack of standards and coordination in the equipment incorporation, 
the existence of independent systems, etc. are the main problems. Government is a 
large geographically dispersed and barely coordinated organization. 
• Political: authorities are not involved. They lack knowledge on this issue and 
consider it is a technical problem. In the OSG, difficulties are bigger because of the 
need of coordinating different areas and solving conflicts arising from this 
interaction. 
• Integration processes: Business processes from different agencies need to be 
integrated horizontally as much as vertically to implement OSG, and then BPR is 
required. However, the previously analyzed problems must be considered. Until 
now, the structure of public agencies has been stable, almost without changes. 

The existence of many participants and the previous processes lacking a good 
coordination increase the complexity. These projects are new and there is not much 
experience related to their development. The lack of knowledge on methodologies 
for adequate change management is a severe restriction for the pursued integration. 

Coordinating several independent agencies becomes a problem. It may arise 
when dealing with complementary activities as well as similar activities performed 
by agencies with different locations or different jurisdictions. For this reason, it is 
quite difficult to clearly specify BPR objectives. Coordination problems among 
several agencies are moved to resource management. Getting resources for an 
adequate change management is very difficult; even more if the organizational 
frontiers of the project do not adjust to the usual assignment. Agencies integration 
requires solving many legal barriers and even changes in laws because services 
integration implies information exchanging that are not consistent with the current 
legislation. Many of the quoted problems limit the application scope of the OSG 
approach. Due to the difficulties in solving these issues, the extent of changes is 
erroneously reduced and e-govemment remains at initial levels. 

4.2 A Framework for Successful BPR Incorporation 

Different alternatives are proposed to simplify e-govemment application [9] [12]. 
Wimmer [5] presents an interesting approach that shows the insertion of BPR into a 
global politics of e-govemment (Figure 5). 

At the first stage, e-govemment is considered as a vision, whose scope must be 
determined (objectives, social development, etc) so as to reach political support. At 
the strategies stage, the decisions for making the suggested vision come true must be 
made, including an adequate e-govemment architecture: 
• Guidelines and norms for the incorporation of IT, protocols and standards, etc. 
• Security requirements, performance, access speed, etc. 
• Criteria specification to generate an appropriate legal framework. 
• Definition ofthe service characteristics to be provided. 
• Specifying the mechanisms for agencies to solve conflicts in a coordinated way. 

As regards BPR, some points to be taken into accoxmt are: 
• Methodology selection for BPR application. 
• Specifying a mechanism for project management involving several agencies, 

specifying resources assigrmient, change management, etc. 
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• Identifying tools and standards to be used in the different projects. 
Once the adequate infrastructure is reached, specific initiatives must be generated 

and selected [15]. The correct evaluation of advantages, benefits, and involved risks 
is a critical point. The use of BPR is one of the reasons why e-govemment levels are 
limited. Therefore, when assessing alternatives, its feasibility must be taken into 
account, regardless of the adjustment to the vision and suggested strategies. 
Therefore, initiatives must include the need of carrying out BPR, mechanisms to 
overcome difficulties and the necessary resources so as to assure feasible initiatives 
of high levels with an adequate evaluation of the involved risks. 

At the projects stage, approved initiatives are implemented. The challenge is the 
effective execution of the project as regards goals attairunent budget fulfillment, 
schedule, etc. This is closely related to the effective application of BPR. Many of the 
BPR problems arise during the implementation. A successful completion is more 
likely if an appropriate framework has been generated for the development of the 
projects at the strategy stage, taking into account technical, political and process 
integration difficulties. 
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Fig. 5. Application layers of E-govemment [5] 

Finally, in the level of applications, services are provided through the Web. 
continuous monitoring of their progress is needed to correct errors, improve the 
services and adjust them to the new needs of citizens and public authorities. 

5 Example 

The steps taken in e-govemment are analyzed in an Argentine provincial state. 
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5.1 Background 

Between 1995 and 1999, out of individual initiatives, the first websites in agencies 
were developed. They were made according to the needs of the agency authority. 
From a technical point of view, each agency had its own IT expert group that 
depended on an IT Provincial Direction (ITPD). Therefore, all areas had a sense of 
autonomy to carry out their projects. The aim of these websites was to present the 
area on the Internet. This spontaneous development led a series of problems: there 
was no institutional image of the province, there were no quality standards, etc. Each 
agency had a website of different quality and performance. 

As no services were offered, websites were barely visited. However, visits 
significantly grew when more than 150,000 inhabitants were affected by a flood in 
one important city of the province. There were missing people, huge damages in 
houses and firms. This forced government to provide immediate answers to new 
requests. The possibility of obtaining updated information through the Internet made 
the access to websites jump from 800 to 20,000. 

These results brought about some interesting conclusions. First, when services are 
valuable, citizens access to e-govemment. It would have been impossible to satisfy 
all requests by means of traditional resources. All the issues concerning the 
catastrophe were managed by agencies especially created for that matter. This 
provided higher speed and better resolution skills to face this kind of problems. Also, 
as the resulting situations were unexpected and extremely serious, new processes 
were generated. There was no need to redesign existent processes. 

5.2 First Steps 

The first steps to achieve a global approach to the e-govemment issue occurred 
between the year 2000 and 2002 with great efforts of the ITPD staff, analyzing 
problems, available tools, etc. These tasks were not a response to any political 
authority request but an initiative to seize all the benefits of e-govemment. On the 
contrary, all actions taken afterwards needed to "convince" the authorities. The first 
stages tended to overcome the problems through mechanisms designed to integrate 
initiatives and existing portals, guide the projects according to real needs and 
develop an institutional image. From a technical point of view, the emphasis was 
placed on standards and platforms definition, selection of tools to deal with contents, 
training, etc. From a political point of view, the aim was to make the responsible 
ones be aware of the need of an integral e-govemment approach. In general, political 
authorities showed no interest in the issue. 

Based on this evaluation, a series of initiatives started. From the technical point 
of view, the intention was to eliminate the gap between ITPD and the IT groups of 
each agency who were responsible for the current proposals, to create a general 
strategy on the subject. This showed the difficulties of shifting from the scenario of 
Figure 2 to that of the Figure 3. 

In the year 2000, the first set of rules is issued, establishing basic definitions to 
standardize the information and develop websites. The results were not the ones 
expected; agencies were reluctant because they continued operating with their 
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websites according to their own needs. In this situation, the objective was to cut 
down anarchy. A positive element was the participation of the authorities: the 
Coordinating Ministry considered this subject for discussion. 

5.3 Towards a Consolidated E-government Approach 

In 2003, new authorities were in charge and this allowed dealing with the subject 
with new enthusiasm. Even though there is no real advance on a formal proposal like 
that of Figure 5, works go in a similar direction. A specific agency was created, 
whose first task was to generate norms. A basic plan was developed, including 
subjects such as resource availability, contents and services development, technical 
infrastructure, etc. The aim was to move forward in the development of solid 
proposals that allow evaluating all benefits so that all areas are convinced of adding 
their services to a new general portal on the OSG approach. 

As the lack of conviction was considered a weakness, a provincial e-govemment 
Committee was created so as to develop an e-govemment strategic plan. It is 
interesting to consider that the aforementioned agency did not succeed in solving the 
political inconveniences, which compels for the finding of another solution. 

5.4 E-government Levels and BPR 

An analysis of the different initiatives shows that most proposals are in Level 1 [12]. 
Proposals of higher levels started to present problems with the current processes. 
When working on back-office, there were difficulties in the proceedings: differences 
in forms, dissimilar interpretations, lack of standardization, etc. Taking into account 
these problems, tasks remained at the front-office, at Level 2 (Interaction): 
development of unified forms. Also, there are Level 3 examples (Interactive); 
however, proceedings standardization among different jurisdictions is emphasized. 
This has delayed the advancement on back-office, mainly on proposals implying 
proceedings redesign, taking advantage of IT capabilities. The current situation may 
be associated to the scenario of Figure 3. 

Nowadays, proposals on back-office are still originated individually. It may have 
happened with other subjects; when repeated problems are addressed, tools and rules 
will be generated so as to standardize all developments. 

In order to uniform developments on front-office, standardized rules were 
originated through glossaries, a style guide book, norms and rules to be followed (for 
example Contact Us option), etc. Better results were obtained when coordinating 
efforts. For example, areas did not provided services of the same quality to satisfy all 
requests from citizens and companies. A database was generated so as to keep record 
of the contacts of all jurisdictional websites, making it possible to verify the level of 
attention provided, for example, response time. Additional services were developed 
and the present websites were improved after detecting the FAQ. 

So far, BPR has not been considered for the two types of integration analyzed in 
this work. The difficulties of previous levels avoid suggestions about it. On the other 
hand, advanced level projects have not been presented. Commissions and those 
responsible for e-govemment policy do not worry about these issues, since there are 
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more urgent issues to solve in this matter. A deep analysis will be carried out in the 
future when moving to interaction and transaction stages; and then proceedings, 
good practices, tools, etc. will be required. 

6. Conclusions 

E-govemment success will mainly depend on the improvement obtained as a result 
of BPR implementation. Reaching higher e-govemment levels is related to business 
processes redesign to take advantage of IT capabilities. One portal working on front-
office to receive requests is not enough; government must now be prepared to 
provide quick and high quality services. 

The development of OSG brings about much more benefits. However, this 
means a new level of integration that agencies must face, requiring the use of BPR. 
However, many current e-govemment applications appear on the basic levels, 
regardless of the fiiture benefits that may appear at superior levels. This delay is the 
result of the difficulties in implementing BPR in the public sector. Consequently, in 
order to accomplish real e-govemment benefits, authorities should generate 
appropriate tools and mechanisms for the use of BPR in the process integration. 
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Abstract. This paper contributes to the discipline of Information Systems 
(IS) by illustrating the continuing evolution of IS applications to a single, 
core business function. Historical developments in IS and the major global 
treasury activity, foreign exchange trading, have been examined to estabhsh 
the context. Findings from a seven year research project into the impact of 
ICT on financial services and the development of a next generation agent-
based treasury management system prototype have been applied. Possible 
future developments in IS applications are explored in terms of the 
capabilities of emerging technologies to address current treasury challenges. 
The implications for practitioners in an increasingly complex, global market 
are discussed and sustainable research issues, particularly for IS research, 
identified. 

1 Introduction 

Achieving organisational efficiencies and strategic positioning are key challenges for 
all firms [1] but those engaging in global markets are confronted by additional 
challenges, including the necessity for foreign currency exchange. Organizations 
selling or purchasing internationally outside common currency blocks (e.g., the 
European Union), require foreign currency exchange as a core business function. 
These activities are typically undertaken by a corporate treasury department (see 
section 5 for a description of this function). Developments in Information Systems 
(IS) over time have presented opportunities for innovation in decision support and 
management of foreign exchange transactions. Information Systems is a term with 
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many definitions, but the essence of an Information System is that they are 
applications of Information Technology to meet a challenge or to address a problem. 

The research questions are: how has, and can, IS evolve in a core business 
function? This paper has three aims: to illustrate the continuing evolution of IS 
through examination of the nature and impact of IS in a single, core business 
function; to identify sustainable research issues and themes in IS by investigating 
related IS applications over time; and to assist treasury management (TM) succeed in 
an increasingly complex, global market by highlighting how next generation IS 
applications might address its challenges in the fiiture. A multiple method research 
approach has been adopted with a review of literature, interviews from a seven year 
research project into the impact of ICT on financial services [2-5] and the 'proof of 
concept' development of a prototype future generation agent-based treasury 
management system [6]. 

Related publications from this project have examined, in increasing detail, the 
technical solutions available or possible to meet current challenges confronting 
treasury risk management. This paper was prepared specifically to commemorate the 
30* anniversary of IFIP TC8: The past, present and fature of Information Systems. It 
takes a reflective, evolutionary analysis of past and present risk management system 
solutions and then considers the empirical and theoretical implications of likely 
future developments. The structure is: context is established through an overview of 
IS roles in management and brief histories of foreign exchange markets and IS; the 
evolution of treasury management over time is examined; the current status of 
treasury systems identified; requirements for future treasury management systems 
determined; the implications for IS research and practice considered and discussed. 

2 The Role of IS in Management 

Five classical functions of management have been identified, (i) Decision Making, 
(ii) Planning, (iii) Organising, (iv) Coordinating, and (v) Controlling [7]. 
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Figure 1: IS supporting decision making in Management. 
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The role of IS over time is and has been to provide management with sufficient 
information to make informed decisions that assist in achieving the five management 
functions. IS play a crucial role within and across organisations and industries, e.g. 
they enable, transform, and shape organisational and industry innovations and 
structures, see Figure 1. 

Management can be conceptualised in terms of a goal-directed system of 
decision processes that take resources such as information, fiinds, commodities as 
inputs and produce decision outcomes. Decision making in organisations is typically 
goal directed, e.g. in pursuit of sustained strategic competitiveness and above-
average. Management decision making can be more effective if technology is used 
appropriately to support management decisions. 

Decision making is an essential management activity, and it can be divided into 
three types: strategic, tactical and operational [4,7]. Operational decision making 
concerns low level decisions with a short term time horizon, i.e. day to day decision 
making about operational issues. Tactical decision making is concerned with 
decisions with a medium term horizon, and strategic decision making focuses on 
long term high level issues. Strategic management involves deciding on the 
objectives, resources and policies of the organisation. A major challenge for strategic 
decision making is anticipating the future opportunities for the organization within a 
likely environment, to achieve strategic positioning and operational effectiveness. 

Strategic Manngement 

Tactical IVianagomGnt 

Operational Management 

Figure 2: Management hierarchy based on decision making required 

Strategic decisions typically have implications for the resource base of the 
enterprise, i.e. its capital equipment, its work force, its technological base etc, over a 
medium period of time. Tactical decisions are concerned with efficiency and 
effectiveness, ensuring resources are properly utilized and the performance of 
operational units is competitive. Tactical decisions involves close interaction with 
people performing the tasks of the organisation; ideally it takes place within the 
context of broad policies and objectives set out by strategic decision making and 
planning processes. Operational decision making is concerned with specific tasks set 
forth by strategic and tactical management, including determining which units or 
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individuals in the organisation will carry out specified tasks, establishing criteria of 
completion and resource utilization, and evaluating outcomes. Operational decisions 
focus on how the enterprise should undertake day-to-day operations in the business 
environment. 

Decisions can also be classified, into three classes: structured, semi-structured 
and unstructured. Unstructured decisions are typically the highly complex they occur 
in a context where the problem being addressed is not well understood, e.g. major 
influence factors may be unknown, uncertain or incomplete. They are often novel, 
significant, and non-routine, and there is no well-understood procedure for finding 
the best solution. At the other end of the spectrum structured decisions take place 
when the decision problem is well understood and all the relevant information is 
available. They are repetitive, routine, and involve a straightforward procedure [7]. 

Structured and unstructured decision making and problem solving occurs at all 
levels of management. In the past, most of the success in most IS came in dealing 
with structured, operational, and management control decisions. However, gains 
have been made over time and at present IS has been able to provide significant 
assistance in the area of semi-structured decision making particularly as 
technological capabilities have be developed. In the future IS is expected to make 
some inroads into providing support in assisting decision making in dynamic and 
complex environments. 

According to Simon [8] decision making involves a number of phases: 
intelligence, design, choice and implementation. The problem or opportunity is 
identified in the intelligence phase, solutions are proposed in the design phase, and 
one solution is selected in the choice phase, and implemented in the final phase. 

Table 1: Stages in the Treasury decision making process [9] 

Phase of Decision Making 

1 

2 

3 

4| 

Intelligence 

Design 

Choice 

Implementation 

Treasury Information Requirement 

Business need (e.g. cash flow), business 
opportunity. International business contract and 
associated risk 

Modeling, financial information 

Hypothetical Reasoning, Simulations, Stress 
Testing 

Hedge, Option, Swap, FX derivative 

Table 1 indicates the types of information required for each of the decision­
making phases. IS need to take into account the needs of managers at each stage of 
the decision making process since each stage has different requirements. 

3 A Brief History of Foreign Excliange Markets 

A concise review of foreign exchange markets will help to place TM developments 
into context. Different currencies and the need to exchange them have existed since 
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ancient times. The Second World War saw a decline in the trade of foreign 
exchange, the fall of the British Pound as the major trading currency and the rise of 
the US Dollar as the new international standard for foreign exchange. In 1944 the 
Bretton Woods system for exchange rate management made the US dollar as the 
world's benchmark currency and pegged it to the price of gold at USD 35.00 per 
ounce. As a consequence all other currencies were pegged to the US dollar and were 
not allowed to fluctuate more than 1% on either side of the pegged rate. If any 
currency did move by more than 1% then the central bank of that country intervened 
in the market until the exchange rate returned to the 1% band. In 1971 The Bretton 
Wood system was replaced by the Smithsonian system and almost simultaneously 
the European Community formed the European Joint float in 1972 to break free of 
the dollar. Both systems collapsed in 1973 resulting in the free floating system. In 
1979 the European Monetary System was formed which allowed most of the 
countries of the European Union to link their currencies to avoid large fluctuations. 
That system failed in 1993 when the UK withdrew and this led to the formation of 
the European Central Bank which formally floated the Euro in 1999 as the common 
currency for most of the nations of the European Union. Today the foreign exchange 
rates of the different countries are a mix of free floating currencies for the developed 
nations and currencies of the developing countries pegged to major currencies. 

These changes in the foreign exchange markets have most of the major 
currencies floating freely which has given rise to increased volatility in exchange 
rates. Some of the most important factors that effect exchange rates are the GDP, the 
level of business activity, the level of employment, interest rates, inflation rate, trade 
deficits and even the political climate in either of the two coimtries involved. 

Besides being one of the most volatile markets in the world the foreign exchange 
market is the largest market in the world with an average daily trading volume of 
USD 1.9 trillion in April 2004 as compared to USD 650 billion in April 1998 [10]. 
The foreign exchange market is exceptional due to high liquidity, geographical 
dispersion, large number and variety of traders and long trading hours. 

4 A Brief History of Information Processing and Systems 

The evolving technological infrastructure helps to place IS developments into a 
technological context. The history of IS can be divided into four major periods which 
are characterized by a principal technology used to solve the input, processing, 
output and communication problems of the time: (i) manual, (ii) mechanical, (iii) 
electromechanical, and (iv) electronic. The premechanical manual age (3000 B.C. -
1450 A.D) was driven by hand writing enabled by paper and pens. The first abacus, 
developed some time before 300BC (http://en.wikipedia.org/wiki/Abacus). 

From an IS perspective the printing press heralded the beginning of the 
Mechanical Age (1450 - 1840), later slide rules and other algorithmic devices were 
introduced, and this period culminated in the Babbage machine. The discovery of 
electricity lead to the Electromechanical Age (1840 - 1940) where information could 
be converted into electrical impulses for transmission via telegraph, telephone and 
radio. The first computer was built in 1942, and so the so-called Electronic Age 
extends from then until the present time. 
The first generation computing systems (1951 -1958) were based on vacuum tubes as 
their main logic elements, punch cards to input and externally store data, rotating 
magnetic drums for internal storage of data and programs which were written in 
machine language and assembly language. The Second Generation (1959 1963) 
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computers were typically based on transistors. Magnetic tape and disks began to 
supplement punched cards as external storage devices. High-level programming 
languages like, FORTRAN and COBOL were introduced. The Third Generation 
(1964-1979) computers used integrated circuits. Operating systems were developed 
and more advanced languages were developed. The Fourth Generation (1979- 1990) 
is based on large-scale and very large-scale integrated circuits with microprocessors, 
and CPUs on a single chip. PCs appeared in the 1970s. Fourth generation language 
software products include Visicalc, Lotus 1-2-3, dBase, Microsoft Word, etc. 
Computing was transformed by database management systems and personal 
computers. Fifth generation systems, characterised by higher levels of abstraction in 
the programming languages, began to emerge in the mid-1980s. Declarative 
languages like SQL, object-oriented languages like C-I-+ and Java, agent-oriented 
systems such as BDI, and mark up languages such as html, XML, RDF, OWL 
emerged. Future technologies will be characterized by agility, biological integration, 
mobile, pervasiveness and ubiquity [8,11]. 

5 Evolution of Treasury Management 

Corporate treasurers are responsible for establishing poUcies for financial risk 
management, executing the related practices and then subsequently tracking and 
reporting the results of the programme. As a result most treasury departments see 
maintaining adequate access to liquidity, improving working capital utilizations, 
enhancing cash flow forecasting and monitoring, refining hedge strategies and 
processes, minimizing transaction costs and rigorous error and compliance checking 
as their major responsibilities [9,12]. 

However with the breakdown of the pegged currency systems, globalization of 
the financial markets, complex derivative instruments on the exchanges and the 
enhanced volatility of the environment due to threats of global terrorism, the treasury 
department of most companies find themselves facing new challenges. Expansion 
into international trade has left more and more companies exposed to foreign 
exchange exposures and transformed the nature of the key traditional activities of the 
treasury departments. 

The IS capabilities to assist TM have changed with the rapid development in 
the mathematical models available for the pricing of certain exchange traded 
instruments like futures and some over the counter instruments like exotic options. 
The rapid development in mathematical models for the complex derivatives 
developed in the last two to three decades have shown the limitations of the 
conventional spread sheet and increased the risk exposure of many companies. The 
need for non-linear analysis for measuring the risk exposure and hedging strategies 
has created a need for integrated treasury IS. Important aspects of past, present and 
fiiture treasury management systems are suinmarized in Tables 2, 3 and 4. 

Over the last 30 years treasury management systems have moved from 
entirely manual systems to systems that rely on stand alone PC's with spreadsheet 
software. Banks have introduced large corporate wide software but still have 
difficultly managing their systems, e.g. rogue trading. 

A survey [10] of 200 leading financial services companies into how they were 
perceiving and responding to the eBusiness revolution showed concerning 
mismatches between the reality of eBusiness today and the reaction of the industry to 
its potential. Many established financial services companies were not responding to 
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Table 2: Summary of Treasury Management systems, over time [2,3,9,12] 
The Past 1976 - 2005 
Information System Type 
Requirements 
Information Gathering 
Level of Management 
Transaction Technologies 
Transaction Execution 
Type of Trades 
Outcome 
Nature of Risk 
Risk Management 

Manual, Electromechanical 
Manual advice form 
Printed Newspaper for rates and directives from management 
Mainly operational 
Telephone, Telefax, Letter Confirmation 
Manual bank transfer 
Simple trades, no derivatives 
Gain and losses at the markets will 
No ability to offset risk and exposures 
Hand held electronic calculators 

The Present 2006 
Information System Type 
Requirements 
Information Gathering 

Level of Management 
Transaction Method 
Transaction Execution 
TjTje of Trades 
Outcome 
Nature of Risk 

Risk Management 

Electronic and 4* Generation Software 
Manual and electronic advice forms 
World Wide Web (e.g. Bloombergs), telephone discussions 
with broker, and directives from management 
Operational and tactical 
Telephone, Telefax, Letter Confirmation 
Electronic prior funds transfer,, SWIFT Global Network 
Simple trades, options, futures, and other derivatives 
Limited capacity to manage gains or losses 
Increasingly sophisticated modeling needed to offset risk and 
exposures 
Electronic Spreadsheets 

The Future 2006 and beyond 
Information System Type 

Requirements 

Information Gathering 

Level of Management 
Transaction Method 
Transaction Execution 
Type of Trades 

Outcome 
Nature of Risk 

Risk Management 

Electronic and next generation software e.g Agents, Semantic 
Web 
Policy driven risk management strategies with scope to 
develop highly customized solutions 
World Wide Web (e.g. Bloombergs), telephone discussions 
with broker, directives from management, proactive software 
looking for potential opportunites and matching trades, agent 
assisted price discovery and analysis. Simulations and 
interactive models 

Operational, Tactical and Strategic 
Agent-to-agent and agent mediated 
Electronic prior funds transfer, SWIFT Global Network 
Simple trades, options, futures, and other derivatives trend 
towards customized derivatives 
Reduced risk, increased opportunity 
Increasingly sophisticated modeling needed to offset risk and 
exposures 
Electronic Spreadsheets 
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the implications of eBusiness for their business. General perceptions included; that 
eBusiness doesn't involve much change and that existing platforms, marketing 
approaches and organizational structures were adequate to meet eBusiness 
challenges. 

Table3:Deve!o 

Treasury IS 
underlying 
Technology 

Treasury IS 
Type 

Nature of 
Management 

Decision Making 
appropriately 

supported 
Nature of Risk 
that can be 

effectively managed 

pments in Treasury IS systems (source: orig 
Past 

1976-
Manual 

Transaction 

Operational 

Operational 

Present 
2006 

Electronic 
isolated reactive 

systems, e.g. 
spreadsheets 
Management IS 

Tactical 

Tactical 

nal research) 
Future 
2006 -

Electronic 
integrated agent-

oriented, proactive 

Intelligent 
Decision Support 

Tools and Executive 
IS 

Strategic 

Strategic 

Table4:Develo 

IS 

Treasury 
Management 

Systems 

pments in IS compared with Treasury Management Systems [3]. 
Past 

1976 -
Electronic and 

largely limited by 
Hardware 

Capabilities 

Manual focus on 
transaction 
processing 

Present 
2006 

Electronic and 
4"" and 5* 
Generation 

Computing Systems 

Electronic focus 
on transaction 

processing 

Future 
2006-

Electronic, 
Mobile, 

Pervasive, 
Ubiquitous, Agile, 

Electronic 
focus on strategic 
and legal issues 

6 Treasury Management Systems Today 

Treasury Management Systems have come a long way from the traditional spread 
sheet systems of yesteryears where the data was collected and entered manually into 
the software. Besides being prone to human error the system was limited by its 
capabilities. Although spreadsheets have come a long way since their development in 
the 1970s they are still limited in the context of treasury management since they are 
unable to provide support for non linear analysis of the mathematical models that are 
now prevalent in the industry. The evolution of Database Management Systems gave 
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rise to one point of entry for the data and made the vast amounts of data more 
manageable. However the treasurers still relied heavily on the use of spread sheets 
for the analysis to gauge hedge positions and risk exposures. 

The changing philosophy of risk management and the role of treasury in the 
organization has placed a greater emphasis on consolidated risk management. 
Consolidated risk management - sometimes also called integrated or enterprise-wide 
risk management - generally refers to a coordinated process for the measurement 
and management of risk on a firm-wide basis. The conventional wisdom dictates that 
consolidated risk management will help companies assess risks and returns of 
different business lines and thus allow them to make more informed decisions about 
where to invest scarce resources to maximize profit [9]. 

Consolidated risk management can be clearly understood if we make a distinction 
between risk measurement and risk management. Risk measurement entails the 
quantification of risk exposures such as Value-at-risk, eamings-at-risk, stress 
scenario analyses, duration gaps, etc. depending upon the type of risk being 
measured and the degree of sophistication of the estimates. In contrast, risk 
management refers to the overall process that a company follows to define a business 
strategy, to identify the risks to which it is exposed, to quantify the risks and to 
understand and control the nature of the risks it faces. Risk management is a series of 
business decisions, accompanied by a set of checks and balances, risk limits, risk 
reporting, review and oversight by senior management and the board. Thus 
consolidated risk management involves not only an attempt to quantify risk across a 
diversified business but also a much broader process of business decision making 
and support to management in order to make informed decisions about the extent of 
risk taken both by individuals and the business as a whole [9]. 

As a result the present day treasury management systems offer some key features: 
• Multi-currency capability for viewing, printing and exporting data. 
• Improved search interface to narrow selected criteria quickly and 

efficiently. 
• Standardised format for data collection across the business network. 
• Local account information including subsidiary account-profiles, local 

policy summaries, etc. 
• Reporting capabilities. 

These systems in general provide ease of data management and manipulation, 
reduced costs through minimization of coverage overlap, increased efficiency from 
the automation of historically paper-based processes, reduced exposures, increased 
productivity, access to real-time account information so decisions can be based on 
most up-to-date information and gives a consolidated "big-picture" view of the 
global coverage. 

7 Next Generation Treasury Management Systems 

Innovative companies have realised that they can not wait for the future to happen 
and they have to actively position themselves accurately in the future to manage the 
risk which arises from such a volatile environment. For example, if a company has to 
predict with a high accuracy what it expects its sales to be in the futiu-e, what would 
be the cost of the fuel in the future and also what the exchange rates would be, a next 
generation system would require: 

1. Learning: The ability to learn directly from decisions or tasks they have to 
perform. The IS should be able to derive a model of business practice purely by 
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analyzing the data. Typically such knowledge is held by operational personnel 
with many years of experience. Genetic Algorithms and Neural Networks have 
the capability to perform such a task. This is in strict contrast to the earlier 
systems where the knowledge required to perform these tasks had to be explicitly 
specified by human intervention. This learning technique also overcomes the 
limitation set due to different opinions of different experts and as such is more 
consistent. 
2. Adaptation: Businesses and business processes are constantly changing due to 
changes in the macro-economy, competitive pressures, government regulations 
and as such Intelligent Systems providing decision support should be able to 
adapt. Such systems should be able to monitor their own performance and revise 
their knowledge consistently with the changing environment. For example interest 
rates can fluctuate over a very short period of time. The Intelligent system should 
be able to learn from the market and be able to adapt to such changes before 
making any recommendations. 
3. Flexibility: Experienced personnel can make decisions even when the available 
information is unclear, imprecise or incomplete - a characteristic often seen in 
financial markets. Most traditional computer programs are inefficient under such 
constraints. Any Intelligent system should then have the flexibility to make 
recommendations and support business decisions in such an environment. 
4. Transparency: Intelligent systems that automate many different decision 
making tasks should be transparent in their decision making process so that they 
could easily be understood by humans. This has become even more important 
recently with the legal requirements imposed by legislation such as IAS 39 which 
holds the board accountable for the decisions of the company specifically for the 
use of options and other derivatives for hedging. Moreover this transparency is 
required to enable the Intelligent system to adapt to future changes. This also 
allows easy interaction with the experts if models have to be changed. 
5. Proactive: The Intelligent systems should offer the possibility of discovering 
new business processes or relationships that were previously unknown. This could 
potentially give rise to new trading and hedging strategies. Traditional systems 
which are conventionally operated by humans provide no such opportunity [6,12]. 

8 Issues for IS Research 

The necessity for a multidisciplinary research focus is apparent in a specialist 
business function like treasury. Finance and treasury have a rich research tradition 
but not usually in adoption, diffusion, implementation and evaluation of enabling 
technologies for TM functions. These represent an IS focus. The intersection of the 
disciplines does reveal some research interest. Treasury risk management is 
concerned with the need to assess the impact of emerging technologies, models and 
model risk. 

The major lesson for IS research is a reminder that technology cannot be 
analyzed in a vacuum, and that business and environment factors as well as 
inhibitors and drivers of technology adoption play a crucial role [6] This caution is 
particularly pertinent where ICT is developing so rapidly. There is a temptation to 
focus on the changing technology and to treat it as something new whereas the IS 
focus is on applications of the technology and how these may be more successfully 
accomplished. 
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Researchers reviewing Tables 2, 3 and 4 and the requirements for TM systems in 
sections 6 and 7 will note a myriad of research implications. A better understanding 
of technology adoption is important especially in light of the fact that resistance may 
be anticipated [10] particularly with the introduction of disruptive technologies [3]. 

9 Issues for Treasury Management Practice 

Confronted by volatile global markets creating severe business challenges and 
dynamically developing technological capabilities that may be able to address their 
challenges, business management as a whole and treasury management in particular 
needs to establish mechanisms to monitor, evaluate and successfully innovate to 
realize the potential benefits from technology. A key prerequisite in acquiring this 
innovative capability is a willingness to change and to learn fi-om these experiences. 

Surveys [10] have revealed a puzzling resistance in firms to embrace necessary 
change, to explore better, cheaper and faster ways of doing business. Perhaps this is a 
corporate manifestation of Darwin's survival of the fittest! Such developments need 
not be technology-based. Consolidation and integration of treasury management at 
organisational and inter-organizational levels are an option. Smart companies are 
relinquishing ownership of non-core specialist value chain activities [13, p7] where 
business benefits are available. Ultimately, the technology-based opportunities 
presented in Tables 2, 3 and 4 will need to be compared with the possible 
requirements listed in sections 6 and 7. Innovative management will be thinking 
about further opportunities to improve current practice: "Technology offers 
possibilities for business we hadn't considered in the past." [14] 

10 Discussion 

This paper seeks to contribute to the discipline of Information Systems by illustrating 
the continuing evolution of IS in a single, core business function. Historical 
developments in IS and the major global treasury activity, foreign exchange trading, 
have been examined to establish the context. Possible future developments in IS 
applications have been explored not as wildly speculative guesses but based on the 
capabilities of emerging technologies to address current treasury problems as 
described by reviews of the literature, results arising from a seven year research project 
into the impact of ICT on financial services and the development of a next generation agent-
based treasury management system prototype.. 

Sustainable research issues and themes in IS are identified and activities to assist 
Treasury Management succeed in an increasingly complex, global market are 
presented. Next generation IS applications are considered for how they might 
address Treasury Management challenges in the future. 

As with many business functions, treasury has experienced small, incremental 
changes over the last 30 years. Until quite recently. Substantial changes in current 
practice are sweeping across corporations and treasury departments will not be 
excluded. So what might the next 10 years hold in store? More upheaval! 'The 
disruption to a lot of traditional businesses has only just begun [6]. 
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Abstract. In this panel, we address the identity and dynamics of MIS, 
including myths and taboos in the history of the field, interdisciplinary 
identities, intradisciplinary perspectives, and empirics on coherence and 
change in the discipline. Panelists are Frank Land, London School of 
Economics, UK Michael D. Myers, University of Auckland Business School, 
NZ Robert Zmud, Michael F. Price College of Business, University of 
Oklahoma, OK and Linda Levine, Software Engineering Institute, Carnegie 
Mellon University, PA. Panel Moderator and Point of Contact:Tor J. Larsen 

Introduction 

No end appears to be in sight for the now familiar and longstanding discussions on 
the status of the field of Management Information Systems (MIS)' —its identity and 
its value, with respect to its role as a field, within the university, and in relation to 
industry practice.This ongoing debate and relentless self-examination reveals two 
persistent themes. The first focuses on coherence in MIS and in framing questions 
such as: Does MIS have a core and overarching theory? A cumulative tradition? Are 
other disciplines referencing MIS. The second theme revolves around the matter of 
rigor versus relevance, which is also occasionally expressed as a debate between 
academic and practical concerns—where a further refinement focuses on degrees of 
purity in the use of research methods. If we are to come to grips with these issues we 

Different labels are used to refer to the field, for example: Information Technology (IT), 
Information Communication Technology (ICT), Information Systems (IS), Management 
Information Systems (MIS), and Information Management (IM). Each term has its 
proponents; however, the terms are often used interchangeably. For the sake of clarity and 
consistency, we use the term Management Information Systems. 

Please use thefoljowtngformal when ciling ih'ts chapter: 

Larsen, TJ., Levine, L., 2006, in TFTP International Federation for Information Processing, Volume 214, Tiie Past and 

Future of Information Systems: 1976-2006 and Beyond, eds. Avison, D., Elliot, S., Krogstie, J., Pries-Heje, J., (Boston: 

Springer), pp. 101-105. 
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need to consider some of the myths, taboos and misconceptions which have grown 
up within our discourse. 

Further refinement on the nature of MIS has examined its core and sub areas. 
One approach distinguishes between the internalist view and the externalist view. 
The internalist view builds on Kuhn's notion of a dominant paradigm in the tradition 
of normal science, which is interspersed with periods of revolution. This dominant 
paradigm takes the form of an overarching theory, which is subscribed to by a 
research community. The externalist view treats a discipline as a "complex network 
of interacting researchers whose ideas may stem from a number of disciplines who 
therefore form an intellectual community". Many characterize this network as a 
"fragmented adhocracy." Another example of the externalist view is expressed 
through Porra's notion of "colonial systems." Vessey et al. demonstrate that there is 
considerable diversity in MIS research in the topics addressed, research approaches 
employed, reference disciplines used, and levels of analysis. Their findings dispute 
the internalist view. 

Benbasat and Zmud argue that a definition of the IS artifact can serve as the 
platform for defining appropriate MIS research. Ives, Parks, Porra, and Silva present 
a strong counter argument. They advocate the field of MIS research is best seen as a 
"colonial system" where colonies have strong inner ties but loose outer cormections. 
They assert that the glue in MIS is a common interest in information technology and 
information systems. Similarly, King describes the discipline of MIS as driven by 
"...a shared interest in a phenomenal event— t̂he rise and consequences of radical 
improvement in information technology." ... and any, "attempt to build a long­
standing academic field on a phenomenon, especially a revolutionary phenomenon, 
will fail". As Fitzgerald aptly observes: "In IS, we stand with our backs to the 
technology, the computer, the machine or whatever, and look outward towards the 
world at large.". 

We agree with our colleagues in MIS who argue that "letting a thousand flowers 
bloom" is a necessary prerequisite for developing theories and expanding our 
knowledge. The continuous surge of new technologies and fads also contributes to 
this abundance. However, the current state of a thousand flowers does not absolve us 
of the need to examine patterns in the composition of MIS and its areas of work. 

In this panel, we address the identity and dynamics of MIS, including myths and 
taboos in the history of the field, interdisciplinary identities, intradisciplinary 
perspectives, and empirics on coherence and change in the discipline. 

Myths, Taboos and Misconceptions in the IS Domain Frank Land. 

It is just over 50 years since computers began to be used as practical tools for 
business and administration, and about 40 years since MIS began to establish it self 
as a distinct academic discipline. In that time the discipline has grown to become a 
major component of the academic calendar. As a new discipline, often driven by a 
rapidly developing technology, it has sought to define its subject matter and its 
boundaries. That debate has been ongoing and even today fills the pages of some of 
its best journals. But in some senses MIS is a flawed discipline. In the 50 or so 
years of its existence the discipline has accumulated an array of myths, taboos and 
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misconceptions. Some are deeply embedded in the mindsets of our peers. Some are 
transient, but have important impacts on what research gets carried out in a particular 
time. Many stem from not fully understood borrowings from our reference 
disciplines. Some take the form of tacit assumptions widely held, but because they 
are not articulated, they are also not tested. Of course all disciplines have these 
problems. 

In this panel discussion I want to point to a selection of the myth, taboos, and 
misconceptions which disfigure our discipUnes and hope that by highlighting some 
we can, as a community, begin to be aware of what we need to do. 

Interdisciplinary Identities: MIS and Reference Disciplines Michael D. Myers, 

In his presentation Michael will present a review of the history of the IS field and 
show how the IS field has developed its ovra unique identity, a unique research 
perspective and its own research tradition. He will argue that the time has come for 
IS researchers to stop seeing other fields as "reference disciplines" (i.e. fields which 
we look up to for theories, methods and exemplars of good research). Rather, IS 
researchers should see the IS field as one amongst others. However, this new found 
identity does not mean that IS researchers should cut themselves off from other 
related disciplines. On the contrary, IS researchers should be encouraged to conduct 
interdisciplinary work with scholars from other fields - but as equal partners in the 
important work of knowledge creation . 

Intradisciplinary Perspective Robert Zmud, 

Benbasat and Zmud articulated an intensively debated position on the desirability of 
establishing boundaries for the MIS discipline - boundaries that are intimately 
defined in terms of the IT artifact and its immediate context. Here, this position will 
be both clarified and extended. While this refined position maintains the earlier-
stated position, it more explicitly recognizes that such a boundary invariably shifts to 
reflect concomitant changes in the nature of the phenomena subsumed within the 
boundary and the emergence of new phenomena. The issues raised by the emergence 
of new phenomena are particularly challenging, especially as it relates to disciplinary 
boundaries for an interdisciplinary field such as MIS. Of central importance is the 
necessity to distinguish whether 'new phenomena' are in fact 'new' or instead 
variants of phenomena already subsumed within existing scholarly disciplines. The 
implications of such challenges to the MIS discipline are examined and interpreted 
within the refined position. 

Empirics: Coherence and Change in the Discipline Linda Levine 

The research questions we pose here ask: what themes or ideas represent the center 
of MIS or its zones of coherence - or is diversity and fragmentation the rule? And 
will the center or zones change over time? Within MIS research, is there evidence of 
theory building that contributes to a cumulative research tradition? Using a co-word 
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analysis approach—to analyze the patterns in discourse by measuring the association 
strengths of terms representative of relevant publications—the researchers found 62 
specific centers of coherence. The data documented a high degree of change in 
centers of coherence over time. Evidence of theory building was extremely weak. A 
cumulative research tradition remains elusive. MIS centers of coherence change 
over time—^we think, partly in response to practical pressures. We suggest that MIS 
opens a richer and more difficult debate on its theory, practice, and identity as a 
discipline in the 2 P' century university. 

Biographies 

Frank Land has spent almost his entire career working with IS/IT. After graduating 
from the LSE in 1950 he worked for 16 years with the pioneering business computer 
offshoot of the large British food and catering company J. Lyons and company. He 
was appointed Professor of Systems Analysis in 1982 and later joined the London 
Business School as Professor of Information Management. On retirement, he 
returned to the LSE as an Emeritus Professor. Frank received the AIS LEO Award, 
an AIS Fellowship and an IFIP Outstanding Service Award. He is currently working 
in the field of Knowledge Management and researching the relevance of Complexity 
Theory to understanding aspects of the IS phenomenon. 

Tor J. Larsen received his Ph.D. in Management Information Systems (MIS) from 
the University of Minnesota, U.S.A., 1989. Since then he has worked as associate 
professor at the Norwegian School of Management, Department of Leadership and 
Organizational Management. He has acted as its Head of Department since 2003. Dr. 
Larsen's publications are found in, for example. Information & Management, Journal 
of MIS, and Information Systems Journal. His professional memberships include 
AIS, IFIP WG 8.2, and WG 8.6. His present research interests are innovation, 
diffusion, innovation outcome specification, MIS, and technology mediated learning. 

Linda Levine is a senior member of the technical staff at the Software Engineering 
Institute. Her research focuses on acquisition of software intensive systems, agile 
software development, and diffusion of innovations. She holds a PhD from Carnegie 
Mellon University. Levine has over 60 publications in a wide range of journals, 
including: IEEE Software, Information Systems Journal, Michigan 
Telecommunications and Technology Law Review, and Scandinavian Journal of 
Information Systems. She is a member of the IEEE Computer Society, AIS, National 
Communication Association, and cofounder and vice chair of IFIP WG 8.6 on 
Diffusion, Transfer and Implementation of Information Technology. 

Michael D. Myers is Professor of Information Systems and Associate Dean at the 
University of Auckland Business School. His research interests are in information 
systems development, qualitative research methods in information systems, and the 
social and organizational aspects of information technology. He has won Best Paper 
awards in MSQ and Information Technology & People. Dr. Myers served as a Senior 
Editor of MSQ (2000-2005), as an Associate Editor of Information Systems 
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Abstract. Free and Open Source Software (FOSS) is becoming more popular. 
Nevertheless most CIOs wouldn't even consider this option for their enterprise 
information technology needs. We found that the three main concerns about 
FOSS have to do with legal issues, costs and support. We propose an initial 
framework to look at FOSS in a balanced, unbiased and systematic manner 
that can be used for evaluation of specific scenarios from very small 
companies to large ones. 

1 Introduction 

The interest for Free and Open Source Software (FOSS) has been growing in the last 
5 years. Nevertheless, at the enterprise level, only a few companies use FOSS as 
their main software platform. They either buy proprietary enterprise application 
suites (ERP, World Class) or choose instead between Microsoft's .Net and J2EE 
platforms. Among the reasons often given by CIOs for this situation are: 

- Fear of legal consequences 
- It could end up being even more expensive 
- Lack oftechnical support (no one to call) 
- Doubts about critical issues such as performance, reliability, scalability, etc. 
- Insufficient information to perform an in-depth analysis 

We believe that this early ruling out of the FOSS option is a bad idea. There are 
many scenarios where this option represents in fact the best or even the only 
reasonable option. This is especially true in developing countries where there are few 
big enterprises but many small to medium size companies (in Chile these companies 
are known as PYMES). 

We propose a framework that helps in the decision making process. First, we 
analyze the needs and requisites of enterprise software and the main concerns about 
FOSS related to these needs. Then, we examine the distinctive characteristics of 
FOSS in depth. Finally, we focus on the most important issues to develop metrics 
that allow us to say, more or less, how adequate would be FOSS for a given scenario. 

Please use the following format when citing this chapter: 
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2 The Enterprise Applications Habitat 

An enterprise is an organization of people or entities that work together towards 
common goals; usually, large corporations. Enterprises often have important 
information technology related needs: information storage and retrieval, resource 
planning, customer management, accounting, etc. The software that supports these 
needs is called enterprise software or Enterprise Application (EA)'. 

Historically, EA used to run on mainfi-ames, using proprietary systems such as 
HighExPlus, BancsConnect, and EX[1]. Nowadays, the mainfi'ame approach has 
evolved first into the client-server computing model and then to an "n-tier" 
architecture where the presentation is separated from the business logic, and the 
business logic from the data. 

EA does not run over bare machines. Many other software products could be 
operating between the EA and the hardware itself: the operating system, web servers 
(including special modules and plugins to support different programming languages), 
database servers, application servers, etc. Moreover, software development tools, 
libraries, IDEs, etc. represent also software products that should be considered. This 
paper is especially usefiil in choosing FOSS for this kind of software. 

Since the above mentioned software will be supporting the EA, it is, important to 
know whether there are special requirements that we need to take care of. Emmerich 
et al.[2] point out special requirements associated to enterprise software: high 
availability, scalability, reliability, performance, changeability and security. 

According to the Gartner Group implanned application downtime is caused: 20% 
by hardware, 40% by application failures (bugs, performance issues or changes to 
applications that cause problems) and 40% by operator errors[3]. If we leave aside 
human mistakes we would still have to consider both hardware and software faults. 
Since hardware problems are independent on whether we are using FOSS or not, we 
focus here in software faults only. 

Replication, redundancy and clustering (including farms) are just a few of the 
techniques that can be used to respond to the above mentioned requirements. 
Generally speaking, all those terms refer to duplicating resources in order to achieve 
a certain degree of availability and/or to provide a faster response. All these 
techniques are available through proprietary products, but they are not exclusive to 
the proprietary software world; FOSS can provide them too. 

3 Facts about Free and Open Source Software 

Open Source Software (OSS) is any software that has its source code available^. It is 
based on the principles of Free Software, which defines four levels of freedom:' 

- Freedom 0: To run a program, for any purpose. 
- Freedom 1: To study how a program works, and adapt it to your needs. 

' We will refer to EA and enterprise software as synonyms 
^ A formal definition at http://www.opensource.org/docs/definition.php 
'http://fsforg/licensing/essays/free-sw.html 
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- Freedom 2: To redistribute copies of a program to help your neighbor. 
- Freedom 3: To improve the program, and release your improvements to the 

public, so that the whole community benefits. 
In other words, Free Software is "The freedom to run, study, copy, redistribute 

and improve software". We will consider Free Software equivalent to OSS, and refer 
to them as FOSS. 

3.1 Type of License 

Licensing is very important when using a piece of software. Using FOSS does not 
make you the owner of the code; you can use it but with certain restrictions. Some 
important facts about licenses to take into account are: 

- Author takes no responsibility for the software. 
- There is no Warranty for the program. 
- You are not required to accept the license, since you have not signed it. 

However nothing else grants you permission to modify or distribute the 
program[4]. 

- You may not sublicense the program except as expressly provided under the 
License[4]. 

A complete description of the different Open Source licenses can be found on the 
Open Source web site". The more popular flavors are GPL, BSD and LGPL. Other 
flavors are, in general terms, variations of those three. 

GPL stands for "GNU Public License" which gives you the right to use, disttibute 
and modify any GPL software, as long as if you distribute it (whether you have 
modified^ it or not) you must include the source code with it. That means the 
software stays free forever, and any improvements will be eventually available to 
anyone. This is called "Copyleft". As defined by the GNU, "is a general method for 
making a program or other work free, and requiring all modified and extended 
versions of the program to be free as weH"[5]. Proprietary software cannot be based 
in part upon GPL software. If so, it caimot be distributed without the source code. 
GPL software should not be used on proprietary software (that would be senseless). 

Thanks to these features, GPL license can be considered "viral", because any 
software released by the GPL license is "infected" with it. A "marketing-oriented" 
meaning for this is that the GPL software spreads at the speed a virus does, because 
it is free, good and users recommend it to other users. 

LGPL (Lesser General Public License) works like the GPL license but applied to 
libraries. A program that is linked to a LGPL library, may be distributed without 
including its source code, but the library itself, must be distributed with it. Drivers 
usually fall in this category. MySQL coimector, a driver/API provided by MySQL 
AB, had LGPL license once, but is now distributed imder the GPL license. The 
consequence of this license change, is that, if you use the driver on your project, then 
your project must be released xmder the GPL license. This change is also known as 
GPLed (that code has been GPLed). 

''http://www.opensource.org/licenses/index.php 
' Lawyers call this "derivative work" 



110 Nicolas Riesco B. and Jaime Navon C. 

A BSD (Berkeley Software Distribution) license gives you the right to use, 
distribute and modify the software. No need to distribute the source code along with 
the binaries, but you must keep the original information about the author and some 
other stuff. 

In a Dual Licensing scheme, an author willing to authorize other users to benefit 
from his work can freely determine the type of license to use. He is not obliged to 
give equal rights to all users and can therefore use several licenses[6]. FOSS vendors 
usually offer a GPL version of their software for public use and a proprietary version 
for those that might have problems with copyleft. Dual licensing can be considered 
as a licensing scheme that allows software vendors to provide a high quality 
enterprise-compatible FOSS product, with which they can profit. It also allows legal 
concerns about the origin of the software to be dismissed. 

3.2 Legal Risks 

Before we get into the legal risk analysis we need to remember a few things. First, 
the fact that the software is free does not imply property. No matter if the software 
was obtained for free or paying money for it. Second, there is no warranty. Third, 
modification is allowed, but it has to be explained within the concept of distribution. 
Finally, distribution is allowed as long as it fiilfills the license's requirements. By 
using GPL, any derivate work must be distributed as GPL. By using LGPL you are 
allowed to link libraries into non-free programs, without "infecting" it, and by using 
BSD you are not forced to distribute the source code. Table 1 shows a comparison 
between restriction levels among licenses. 

Table 1. Restriction level by License 
License 

BSD 
LGPL 
GPL 

Proprietary 

Distribution 
Non Restricted 

n 
Restricted 

Let's get now into the legal issues. Starting with the intellectual property (IP), 
companies need to be very carefiil about infiinging IP rights when using FOSS. In 
the US, copyrights have been filed for not only lines of code, but also for topics such 
as look and feel, technical, or operational processes[7]. Copyrights can be infringed 
easily, what makes it difficult to manage. On the other hand, GPL itself has never 
been challenged in court[8,9,10], lawyers can offer only theories, not facts[9]. 

Including FOSS as proprietary: CherryOS, a MacOSX emulator for Windows, 
was discovered to use GPL code on its proprietary software. As a result they had to 
release its software under GPL. Recently, MySQL sued NuSphere for GPL violation. 
The case was settled out of court[10]. 

The recent SCO case and the following controversy contributed to increase the 
public awareness about the legal issues involved with FOSS. A lot has been said, 
nothing is really clear and SCO has been unable to prove actual IP infringement. Is 
the opinion of R. Stallman that if SCO was "right", then it would be enough to 
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remove some small part of the Linux code and the problem would be over. If SCO's 
intention was to generate FUD (Fear Uncertainty and Doubt), they might have 
succeeded[10]. Companies like IBM, HP, RedHat and JBoss offer insurance for this 
kind of legal problems on their products. Other companies like OSRM* provide 
insurance services to mitigate Open Source License risks and related IP issues. 

Some people, like OSDL's CEO Stuart Cohen, think that the SCO controversy 
"was the best thing that ever happened to Linux"[ll], giving Linux a boost. A 
detailed timeline of the SCO Controversy can be found at Linux.org's site'. 

4 Towards a Decision Framework 

As we said before, there are many factors involved in the decision to use or to rule 
out the use of FOSS in the enterprise: costs, support, control and flexibility, open 
standards, product maturity, security, scalability, legal issues (unexpected license 
costs and possible lawsuits like SCO), etc. Of all these factors there are three that to 
many are considered as "fundamental factors": 

- Legal: according to Gartner[12] legal concerns are at the top of the list of 
"fear factors of Open-Source Adoption". Forrester[13] considers 
"unexpected license costs" as an important concern too. 

- Costs: according to Forrester[13] and Dravis[14] cost is a significant factor. 
- Support: lack of it is considered by 57% as the biggest concem[ 13]. 

Other good reason to focus only on these three fundamental factors is that the rest 
depends more on the specific product we are considering. The "Business Readiness 
Rating for Open Source", which is being proposed as a new standard model for 
rating FOSS or the "Open Source Maturity Model (0SMM)"[15] and "CapGemini 
Open Source Maturity Model" may all be used to this end. 

Let's focus then on those fundamental factors. First, each of these three factors is 
more or less relevant depending on what stages of software development we are 
considering: Planning, Deployment or Operation. As table 2 shows, "Legal Concern" 
is mainly associated to the Plaiming stage, meanwhile "Cost Factors" and "Support" 
are more relevant during Deployment and Operation. 

Table 2. Fundamental Factors v/s Stages 

Legal 
Cost 
Support 

Planning 
* 

Deployment 

* 
* 

Operation 

* 
* 

4.1 Legal Aspects 

If we want to avoid "Unexpected license costs and possible lawsuits" it is critical to 
pick the right license type. There are some other issues to be considered that have 

http://www.osriskmanagement.com 
'http://www.linux.org/news/sco/timeline.html 
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been analyzed and explained in [9, 16, 17], but the fundamental decision involves 
finding out what type of license is adequate or "compatible" with our company. 

One way to go is to perform a rigorous legal analysis of every license of every 
piece of software that is offered to us. This process could be expensive and time 
consuming. A better way to go is to conclude the type of license we need from a 
strategic analysis of our business and then get only products that offer these licenses. 

Here we propose a framework that can be used to determine the compatibility that 
the different kinds of licenses have with a given company. This framework, that we 
call OSCoM (Open Source Compatibility Metrics)* is based on a series of questions 
that must be answered by managers or people who really know the company. The 
questions are grouped into categories according to: 

- The use that the software is going to have' 
- Whether we plan to perform modifications to the software 
- The type of distribution the software is going to have 

Each question has several alternatives, which might have a sub-question, allowing to 
divide a complex question into a series of simple ones. The sub-questions inherit the 
category of the "father". Figure 1 shows the idea. 

Questioni — 

Altemativel 
r f s 

Altemative2 -^ubQuestionl H „ 
.Alternatives 

Fig. 1. Example Question 

SubAlternativel • 
SubAlternative2 -

Licensei License2 
valuel 1 
value12 
valuel 3 
value14 

value21 
value22 
value23 
value24 

Another way to see it is trough a "n-ary" tree (Figure 2a) in which each level 
contains questions and answers and each leaf contains an option without sub-
question (Figure 2b). 

Fig. 2. Questions Tree (a) and Tree Structure (b) 

Every leaf has some associated info. Each Ucense is categorized into "best", "ok", 
"no" and "warning". These words represent different numeric values as shown in (1), 
(2), (3) and (4). For each license we can also keep some additional comments. 

http://oscom.sourceforge.net 
' It is not the software itself what is important, but what we are going to do with it 
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It is possible then to go down through the tree to get the number and comments 
associated with a license when we arrive to a given leaf. This process is repeated 
three times for use, modification and distribution to obtain a total number and a final 
compatibility value that goes from 0 to 100. A negative value means incompatible 
Scores: 

best = 100 / totalQuestions (1) 
ok = best/2 (2) 
no = -100 (3) 

warning = [ no | ok | best ] (4) 

About the numbers: (1) The total number is distributed among all the questions. (2) 
A percentage of the best, we take 50%. (3) More than the number itself the important 
thing here is that any incompatibility must show up clearly, even if it is only one. We 
take the value -100 so the total score will always be negative. (4) By default it 
corresponds to the "no" value, but it gets a new value if it is fixed. 

Notice that although the analysis is not dependent on a particular piece of 
software, it is dependent on the use, modification and distribution that we have in 
mind. It is completely different, for instance, software for development (e.g. 
Eclipse), for in-house use (e.g. OpenOffice) for service providing (e.g. Compiere) or 
for selling. In this last case FOSS is not an option but we might opt for a dual 
licensing scheme. 

4.2 Cost Issues 

When considering costs, no matter if it is FOSS or proprietary software, we have to 
be very carefiil. It is wrong, for instance, to think that because there is no need to pay 
for the licenses the associated costs of the FOSS based solution is zero or near zero. 
The total cost in that case could even be higher than the costs of the licenses for a 
proprietary alternative. 

Most people think that the best way to consider the cost variable is to take the 
"Total Cost of Ownership" (TCO). Another option would be the "Return Of 
Investment" (ROI) but here we are more interested in comparing alternatives than in 
knowing if the money we are spending in technology is well spend. 

If we are taking TCO as our comparison criteria, it is necessary to consider each 
stage of the process (Planning, Deployment, Operation). Each of those has its own 
costs that need to be identified (some are of a fixed amount and some are variable), 
for example: 

- Fixed Costs: Plaiming {Research, Consulting) and Deployment 
{Acquisition, Installation, Training) 

- Variable Costs: Maintenance {Basic Configuration, Reconfiguration, 
Specialized Support, Internal Support Personnel) 

Figures 3 and 4 show a possible cost structure. Among the acquisition costs we 
can find for example the licenses. Installation costs will include initial configuration 
of the systems and the integration with other existing systems. 
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Planning -

Deployment -

Fig. 3. Fixed Costs Structure 

Research 
Consulting 

Acquisit ion >• Obtaining Software :: License ;: Documentation 
Installation ^ initial Configuration:: Testing :: Systems integration 

_Training > Admins training :: Internal users training 

{Basic Configuration 
Reconfiguration 
Specialized support > installing upgrades :: Software monitoring 
Internal support personnel 

Fig. 4. Variable Costs Structure 

There are other issues that might be necessary to consider in the TCO analysis. 
For a more detailed analysis see for instance "Managing Your IT Total Cost Of 
Ownership"[18]. The authors include downtime, fiitz, virus resistance and power 
consumption in the list. They also explain that "only a 20% of TCO lies in initial 
acquisition costs and the rest lies in administration costs" which is coincident with 
what we said about the danger of putting to much emphasis in license costs. 

An example of the use of TCO to compare Linux v/s Windows solutions can be 
seen in Cybersource's study[19]. It shows that, in this case, the FOSS alternative 
produces up to 36% in savings. Another study by IDABC[20] found savings of 66% 
and Robert Frances Group found even larger savings[21]. Finally, Forrester, taking 
into account a sample of 14 companies, concluded "software costs for Linux proved 
to be less expensive, on a per-server basis, than Windows by at least 60%"[7]. 

Not all studies found such big cost advantages for FOSS; Bearing Point concludes 
that costs within medium and enterprise scenarios over a five year period do not 
significantly differentiate Windows Server 2003, Red Hat Enterprise Linux 3 or 
Novell/SUSE LINUX 8[22]. They also say that "Areas of differentiation to consider 
include such factors as value-added functionality, vendor support, productivity 
advantages, and the costs to deploy, manage and maintain an infrastructure". 

So the cost aspect ends up being a tricky business. The important thing to 
remember is that we must perform TCO calculations considering as many variables 
as possible. The results will depend on many factors like business size, period of 
time and service level considered. 

4.3 Support 

Support has always been an important component in enterprise software. We could 
argue that support is already taking into account when considering costs. Comments 
like "the number of people I have assigned to Linux is almost double my Windows 
staff for the same number of servers"[7] or "maintenance and support was 3-14% 
higher on companies using mixed operating systems environment than those using 
only Windows"[7] show that cost and support are indeed related one to the other. 

We believe however that this is an issue that needs to be considered by itself. 
Consider for instance a solution that involves a piece of FOSS for which it is very 
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difficult (almost impossible) to get support no matter how much money we are ready 
to pay. Managers would probably rule out immediately the use of any unsupported 
piece of software. 

IT companies are taking advantage of a business opportunity. In fact, support has 
become an important source of income for IT companies that are finding more and 
more difficult to make money just by selling the hardware or the associated software. 
In some cases the product is FOSS and cannot be sold without a license violation, so 
they give away the software and charge for support. Companies like JBoss, RedHat, 
and Suse represent just a few examples of this. 

Other companies like MySQL, Sleepycat (Berekely DB) and Trolltech (QT) offer 
a dual licensing scheme for companies where "copyleft" is not an option. Other 
interesting initiatives include Spike Source, which offers pre-tested FOSS stacks and 
Source Labs offering maintenance and support for FOSS. Dell has announced 
support for MySQL and JBoss software that run in their "Power Edge" servers. 
There is even a support search engine'". 

Although in many cases the hardware/software vendor also provides support 
(because it is good business) we are not forced to this. Any person or company with 
the relevant knowledge could do it. In that case FOSS poses a small additional 
challenge: documentation is often poor or even inexistent (FOSS projects struggle to 
get people who are willing to do documentation) making it very hard to fix 
uncommon problems. At this time Linux skills are harder to find compared to 
Windows but this may change in the future[7]. 

Contrary to what many CIOs may think, defect density in FOSS releases will 
generally be lower than commercial code that has only been feature-tested, that is, 
received a comparable level of testing. From other side, FOSS developments exhibit 
very rapid responses to customer problems. In successfiil FOSS projects, a group 
larger by an order of magnitude than the core will repair defects, and a yet larger 
group (by another order of magnitude) will report problems[23]. There is no 
methodology for evaluating support that we are aware of We suggest the use of a 
sequence of steps as shown in Figure 5. 

The first step is to decide whether we are going to use internal or external support. 
In the case of contracting external services we must assure not only availability but 
also the credentials of the provider, experience, service level options, etc. The 
internal support option requires answers to questions such as: 

- Do we already have a support department? Do we want to create one? 
- Do we have the knowledge or experience in-house? 
- Do we have the necessary people? Gurus? 

'** http://www.findopensourcesupport.com/ 
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Fig. 5. Support Evaluation Diagram 

4 Results 

So, is FOSS appropriate for us? This is the question we started with. We have 
proposed a more structured way to answer the question that requires a view from 
three different sides: legal, cost and support. For each of them we need to look at the 
special characteristics of our company and the specific scenario where the decision is 
being taken. 

Let's say we are considering a very small company (micro company) with one or 
two people using just one computer connected to the internet, used for reading 
emails, word processing and spreadsheets. The OSCoM analysis would show that all 
the licenses get similar scores and therefore license compatibility is not significant. 
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Fig. 6. OSCoM Analysis for Micro Size Company 

The Cost analysis shows that the use of applications with no associated license 
fees produces important savings (OpenOffice instead of Office). Finally with respect 
to support, there is only one computer running well known application software. 
Probably all that is needed is to make a call in case of any problem. Although it 
might be a little harder to find a Linux expert compared to someone who can solve a 
Windows problem it is not indeed a big issue. 
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Now, if we consider a small company, the scenario may involve a LAN with one 
computer acting as a mail-web-db server. If the company chose FOSS it would be a 
combination of Linux, Apache, MySQL and PHP. Otherwise it could be 
Windows+IIS+SQLServer. It is not uncommon to start thinking in intranets and Web 
based applications which could involve the use of a more complete platform like 
.Net or J2EE (J2EE usually considered too complex for this type of scenario). 

The OSCoM analysis is now a little more elaborated: 
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Fig. 7. OSCoM Analysis for Small Size Company 

Proprietary licenses that do not allow access to the source code make special 
purpose solutions hard to do. If we compare BSD with GPL and LGPL, the first one 
is the best if we do not plan to make all our changes and modifications public. 

Cost analysis is also more complex. The use of a solution like Apache+MySQL 
might appear ridiculously low compared to a IIS+SQL Server equivalent but we 
showed that this is not the only cost that has to be taken into account. Support issues 
also start to be important. We may have no people inside that can assume a support 
role at all. In that case we should consider to put together a support group or find an 
external service. It should not be hard to find the needed support in case it is needed. 

For a medium size company, we can find not only web servers but application 
servers and all the components of a fiill size software platform like J2EE or .Net. A 
decision to go open source is even harder if the critical applications are already 
miming in one of these proprietary platforms (Java being easier than .Net). Here is 
an OSCoM scheme for this new scenario: 
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Fig. 8. OSCoM Analysis for Medium Size Company 

Here, future distribution potential increases the differences compared to the 
previous scenario. LGPL is now better than GPL because of the extensions to 
proprietary software. 
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5 Conclusion 

Free and Open Source Software represents a big opportunity not only to individuals 
or small companies. Very good quality software with fijnctionality and performance 
similar or even better than expensive proprietary software is available with no 
license payment associated to it. Nevertheless CIOs and IT managers often fail to 
even consider this option. We have proposed a framework that can be used to 
analyze the Open Source options in a balanced and systematic way. The framework 
considers three different views: legal, costs and support. Each of these views requires 
answering questions about the specific scenarios where the software is going to be 
installed and used. Although this is just an initial attempt and more work needs to be 
done, we found that it is already useful in specific scenarios from very small up to 
medium size companies. 
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Abstract. The software industry in India that mostly exports information 
technology (IT) services has emerged in the last decade as an important 
constituent of the world software industry. The industry is organized into 
MNC networks, whose structural, relational, and territorial dimensions has 
been investigated. The quasi-disintegration and internationalization of MNC 
production activities, the commodification of services, the availability of 
highly skilled low cost personnel, and Indian IT services firms link with 
MNCs have aided in the emergence of IT services industry in India. The 
research elucidates that MNCs are key drivers in this complex and inter­
dependent network that involve important Indian firms. This is the first study 
to investigate the Indian IT services industry in the context of global software 
production network. 

1 Introduction 

The software industry in India that mostly exports information technology (IT) 
services has emerged in the last decade as an important constituent of the world 
software industry. The world IT services market spending was estimated to be $ 
415.1 billion in 2004 [1]. The Indian share of this market increased from 1.5 % in 
2000-2001 to 1.9 % in 2002-2003 as the growth rate of Indian IT services exports 
was 22 % while the world IT spending grew only at a rate of 1-2 %. In 2004, IT 
services industry in India was $ 9.2 billion constituting about 2.2 % of world IT 
services industry [2,3]. The focus of the IT services industry in India is exports. In 
2002, 79.2% of revenues were from exports with exports revenue growing at 30% 
and domestic revenue at 13% [4]. Although IT services work comprises from 
application outsourcing to IT consulting but Indian industry only has a noticeable 
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presence in custom application development and application outsourcing segments of 
the market. 

The organization in the Indian software industry has not been investigated in 
detail. This research studies the organization of the Indian firms and Multi-National 
Corporations (MNCs) in the software industry. It investigates the firms in the IT 
services industry, specifically studies the structural, relational and territorial 
dimension of the IT services network. The research questions that are being 
investigated are: What are the different economic agents and their links in the 
network? What is the governance structure in the network? What is the spatial 
dispersion or concentration of production units, location of suppliers and clients? 

2 Brief Literature Review 

The MNCs are the major clients and owners of the Indian IT services industry. The 
growth of IT services is largely driven by the Multi National Corporations' (MNCs) 
desire to outsource their IT services. The organization of IT services industry into 
MNC networks and the network's structural, relational, and territorial dimensions 
have to be investigated in order to have a more profound understanding of this 
industry. 

2.1 MNCs' Newer Organizational Arrangements 

MNCs are constantly in pursuit of the best balance between vertical integration and 
reliance on the market for inputs [4]. Efficiency is one of the driving forces as a way 
to achieve global competitiveness for labor-intensive products, thus, MNCs have 
moved to low wage countries. This strategy of flexible centralization , is 
complementing the benefits of scale economies with the advantages of low input 
costs [5]. 

The oft-cited strategy is that of General Electric (GE) management's 70-70-70 
outsourcing strategy. This strategy mandates that 70% of GE's IT service 
requirement will be outsourced, out of which, 70% will be given to strategic 
suppliers, who will in turn execute 70% of the work outside of high wage countries. 
It is estimated that GE currently sources more than $ 500 million worth of IT 
services from India and that is about 8 % of the Indian IT services export [2]. As 
firms continue to transform themselves from a large, vertical corporation several 
organizational arrangements continue to emerge. 

One of the arrangements that has emerged is the network model that adds 
flexibility and adaptability for the corporation [4]. This transformation is termed 
"quasi-disintegration", the transformation fi'om vertical integration to increased 
reUance on sub-contractors [6], or "quasi-integration", the unity of firm with its 
suppliers, distributors into networks beyond pure market relations [7]. This is one of 
the trends that has led to the booming of the sub-contracting or outsourcing market. 
The concept of networks is similar to that of value chain which "divides a company's 
activities into the technologically and economically distinct activities it performs to 
do business" [8] and a commodity chain which is "a network of labor and production 
processes whose end result is a finished commodity" [9]. 
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The metaphor of chain has been employed in different disciplines with slightly 
different terminology such as value chain, commodity chain, supply chain and 
filieres [10]. The commodity chain and value chain approaches have numerous 
similarities between them. As "a firm's value chain is an interdependent system or 
network of activities, connected by linkages. Linkages occur when the way in which 
one activity is performed affects the cost or effectiveness of other activities" [11]. In 
case of a commodity chain "all firms or other units of production receive inputs and 
send outputs. Their transformation of the inputs that result in outputs locates them 
within a commodity chain (or quite often within multiple commodity chains)" [12]. 

Study of the Unites States (US) in late nineteenth and early twentieth centuries 
has found that the commodity chains were incorporated within the organizational 
boimdaries of vertically integrated corporations. Then the "visible hand" of corporate 
management served as the governance structure of these corporations [13]. "Under 
these circumstances, the governance structure, which is essential to the coordination 
of transnational production systems, is no longer synonymous with a corporate 
hierarchy" [14]. In the last several decades of the twentieth century the commodity 
chains have become more internationalized. Some of the links that were internal to 
the vertically integrated corporation are being outsourced as tasks to be performed by 
a network of independent firms [14]. 

"In today's global factory, the production of a single commodity often spans 
many countries, with each nation performing tasks in which it has a cost advantage. 
The components of a Ford Escort, for example, are made and assembled in fifteen 
countries across three continents" [14]. This complex international disaggregation of 
stages of production and consumption under the organizational structure of densely 
networked firms or enterprises applies to both manufacturing and services 
[11,15,16]. 

The Indian information technology (IT) services firms since the beginning have 
been part of the external networks of MNCs. MNCs, because of their re-organization 
of IT services, have increasingly sourced IT services from India. MNCs 
international network of production of goods and services "combines a lead firm, its 
subsidiaries and joint ventures, its suppliers and subcontractors, its distribution 
channels, VARs [Value Added Resellers], as well as its R&D [Research and 
Development] alliances and a variety of cooperative agreements.... The lead firm 
outsources not only manufacturing, but also a variety of high-end support services." 
[17]. This international organization of production and consimiption led by the major 
MNCs is an important reason for the outsourcing of IT services in India. 

2.2 Organization of Services in Networlis 

Services represent two thirds of world gross domestic product (GDP). The 
production of services is mostly a core economic activity in a country irrespective of 
its national income. The world exports of commercial services, which excludes 
government services, was $ 1,570 billion in 2002. The commercial services exports 
grew at 10.7 percent per year from 1989 to 2000 [15,18]. The trade in commercial 
services grew faster than trade in goods increasing its share in total world trade by 4 
percentage points fi-om 1980-2000. In 2002, services accounted for approximately 
20% of total world trade [18]. The atomization, fi-agmentation and 
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internationalization of production has increased the role of service activities. MNCs 
have been attracted to the concept of sourcing services not only for cost reductions 
but also to gain greater flexibility and access to specialized skills [19]. 

Despite their increasing importance in the world economy, services have been 
neglected in the commodity chain and network analysis research. In the product 
commodity chains, the service activities provide links between production segments 
within international commodity chains. They not only link the overlapping 
commodity chains but also link larger spheres of production and distribution. As a 
result of atomization, fragmentation and internationalization of production, service 
firms are increasingly producing services by internationally coordinated service 
activities. 

Global commodity chain (GCC) research has not investigated the commodity 
chains where the services play an important role. The focus has been conceptualized 
as a series of activities where the product input and output dominate. Services have 
not been examined in GCCs and thus have become mechanical configuration without 
much theoretical depth. 

The GCCs have been examined even less in industries where the predominant 
activity is services. Service activities in service industries such as financial services, 
software and health care are increasingly being fragmented and internationalized. In 
manufacturing industries such as information technology (IT) hardware industry, 
numerous service activities that are integral to their GCC such as research and 
development, design, and development have been internationalized [8,20]. 

The MNCs now manage their product commodity chains as networks of 
internationally located subsidiaries, affiliates, joint ventures, and sub-contractors. A 
similar phenomenon is taking place for service activities within the MNC corrunodity 
chains. IT services of major MNCs are being sourced from specialized IT services 
firms with international locations [21]. A specific network's structure is constituted 
by nodes and their links. The nodes comprise of agents that are linked together with 
investments. The durability of the capital links are an important element of the 
network that includes both inter and intra firm links [22]. This study will investigate 
the nodes and links in the IT services network in India. 

A hurdle in conducting research on the IT services industry is the unavailability of 
data because of absence of proper classifications. For instance, the United States also 
has not consistently classified the IT services industry. The computer software 
industry was not classified separately even until 1972 [23]. United Nations (UN) has 
also acknowledged that there is a wide gap between data needs and availability and 
narrowing it is boimd to be a long term exercise. To resolve this gap, the UN has a 
taskforce to classify and collect more and better internationally comparable data on 
services trade in the fiiture [24]. This study had to overcome these serious 
shortcomings of data unavailability. 

3 Methodology 

A database of IT services firms in India was developed as part of this study. Data 
was collected on all the IT services firms listed on the National Association of 
Software and Service Companies (Nasscom) online directory. Then this data was 
augmented and reconciled with data from other databases, namely Compustat 
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Global, Mergent Online and Thompson Research. Finally, data was also collected 
from firm websites. The data had to be collected from numerous sources because a 
consolidated and complete database of all IT services is not available. Since the 
private firms disclose minimal data and MNCs provide negligible data on their 
subsidiaries, despite sourcing data from numerous databases, the data availability has 
varied in the database. The database will be continuously updated to ensure better 
depth and breadth of data and might be employed for other analyses. Currently, the 
total number of IT services firms in the database is 551. The data was analyzed to 
study the organizations and the IT services network in India along the structural, 
relational and territorial dimensions. This method has been adopted in studies of 
global commodity chains and production networks [14,20]. 

4 Analysis 

4.1 Structural Dimension 

Structural dimension studies the different economic agents and their links in the 
network. The IT services network in India consists mostly of India based private IT 
services firms, India based public IT services firms, MNC subsidiaries and joint 
ventures (Table 1). Among India based firms the public firms are older than the 
private firms. While the India based private firms and MNC subsidiaries were 
founded in early 1990s the public firms were founded in the late 1980s. Both MNCs 
and India based public firms prefer stock exchanges and world headquarters in their 
country of origin. For the MNCs the most popular stock exchange is the NASDAQ 
while the India based public firms prefer the Mumbai Stock Exchange (BSE). The 
difference is revenue is stark as a median MNC is more than 60 times bigger than an 
India based public IT services firm. 

Table 1. IT Services Firms in India - Summary 
( iiliuorv 

Median Founding Year 
Median Revenues ($M) 
Median No. of Employees 
Stocli Exchange (Most Popular) 
World Headquarters 
Primary Work Location in India 
No. of CMM Certified Firms 
No. of ISO Certified Firms 
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-
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30 
49 
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(N 57 

) 
1988 
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1250 
BSE 
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Mumbai 
29 
38 

M\C-
Sulisidiar\ 

(N 4y) 
1993 

1696.12 
5617 

NASDAQ 
US 

Bangalore 
8 

11 
Data Sources: Firm websites, Nasscom, Compustat Global, Mergent Online, Thompson Research, and US 

Seciuities and Exchange Commission (SEC) filings. 

The network (Figure 1) starts with mostly a MNC or sometimes a small and 
medium enterprise (SME) that decides to source whole or part of its IT services to 
another firm. The MNC sources it from its own or another MNC subsidiary, an India 
based firm or a joint venture or, usually, a combination. The SME on the other hand 
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will either employ an India based IT services firm directly or through a sourcing 
consulting firm. GE's network exemplifies a MNC IT services network in India 
(Table 2). The network providing IT services to GE has been categorized into inter-
firm, intra-firm (subsidiary) and joint venture network. GE's intra-firm provider 
network encompasses firm subsidiaries or those of different business units delivering 
IT services. The inter-firm network consists of major Indian IT services providers 
with a long term relationship with GE mostly as a customer and sometimes even an 
investor. The joint venture network comprises of IT services firms jointly owned by 
GE and Indian firms. 
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^MNC)ftSuteMSa«K 
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(Between MNC imi Indhn 

Fig. 1. India's IT Services Network 

4.2 Relational Dimension 

Relational dimension investigates the governance structure in the network. It studies 
the strategic drivers and how they exert influence on other economic agents, focusing 
on power and authority relationships. The IT services network in India is bound 
together with the help of equity and non-equity forms of ownership and control. 
Networks are bound together usually through equity holdings, debt holdings, shared 
directors, and equipment leases. The MNCs are owners of their subsidiaries and the 
major ones are General Electric (GE) India, IBM Global Services India, Microsoft 
India and Oracle India. GE is also part equity owner of Patni Computer Services 
(PCS) and several joint ventures together with other IT service providers (Table 2). 

Most of the customers of India's IT services industry are non-Indian MNCs and 
SMEs. In 2004-05 year, about 74% of the revenues were from export. The customers 
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of the IT services industry is a laundry list of major MNCs. GE is not only a major 
customer of all its subsidiaries and joint venture firms but also one of the largest 
customers of PCS. GE constitutes about 20 % and 38% of Satyam and iGATE sales 
respectively. TCS has also negotiated a $ 100 million outsourcing deal, one of the 
largest outsourcing deals in the industry, with GE (Table 2). The historical 
connection with MNCs, which was the basis of the industry, has been maintained in 
the present network. This coimection has been maintained through a record of 
providing high quality service at a low price. For example, the private, public and 
MNC IT services firms in India have the highest number of Capability Maturity 
Model (CMM) certifications in the world (Table 1 and 2). 

Table 2. GE's IT Services Provider Network 
Nclwork 
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GE Software Solutions: 
Subsidiary of GE Capital that 
provides IT services to GE 
and non-GE companies 

GE Global Technology 
Solutions: Subsidiary for GE 
Aircraft Engines and GE 
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Global Technology 
Operations - India: 
Subsidiary for GE Medical 
Systems 

John F. Welch Technology 
Center - India: Subsidiary for 
Research & Development 

'̂ .iinpli- III II Svi%u-i's 
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Implementation, IT 
consulting, development, 
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support services 
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development, client server 
solutions, e-commerce 
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resource planning (ERP) 
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products and solutions for 
several computer platforms 

Conduct research on IT and e-
Business, business-to-
business e-commerce market 
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Six Sigma 

Six Sigma 

ISO 9001 
Six Sigma 

Six Sigma 
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Tata Consultancy Services 
(TCS): Largest Indian IT 
service provider. TCS won 
one of the largest deals in the 
Indian industry of $ 100 
million from GE. 

Patni Computer Services 
(PCS): Seventh largest Indian 
IT service provider. GE is one 
of the largest customers 
providing more than $ 108 
million of IT services. GE 
Equity has about a $ 100 
million stake in PCS. 
Satyam Computer Services: 
Fourth largest Indian IT 
service provider. GE is one of 
the largest customers of the 
firm accounting for 20 % of 
sales. 
iGATE Global Solutions: A 
mid-size IT service provider. 
GE is a large customer, 
especially the employee 
reinsurance group, which 
accounts for 38 % of 
revenues. 
Nucleus Software: An IT 
service provider and product 
firm for GE Capital. 

Satyam - GE Software 
Services (India Design 
Center): Satyam Computer 
Services and GE Industrial 
Systems 
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employs object-oriented 
analysis and design 
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Enterprise application 
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provides consulting. 
application development, 
enterprise application 
integration, data warehousing 
and customization 
Application maintenance and 
data management 

Consulting, software 
development, support and 
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to its product 
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products and software 
solutions for embedded 
systems, e-commerce, and 
human machine interface 
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GE Medical Systems 

Information Technology: 
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Health, a niche Indian IT 

firm. 
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GE Medical Systems 
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Sources: The table was constructed by integrating data from firm websites, database and Internet searches, 

Nasscom (2003 and 2005), and Dataquest (www.dqindia.com). 

Table 3. IT Services Firms in India - Leading Firms by Firm Type 
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Startup Firms 

Indian 
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Joint Ventures 

ITMNCs 
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Infosys 
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TCS 

Wipro 

Satyam-GE 

BirlaSoft 

IBM 

Oracle 
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Syntel 
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$ 0.59* billion 
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$1.20* billion 

NA 

$ 0.05** billion 

$ 96 billion 

$10.15 billion 

$152.60 billion 

$86.10 billion 
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Notes: BSE: Mumbai Stock Exchange; NA: Not Available; NASDAQ: National Association of Securities 

Dealers Automated Quotation; NYSE: New York Stock Exchange; *: 2004-05; **: 2001-02; Data 

Sources: Firm websites, Nasscom, US Securities and Exchange Commission (SEC) filings. Updated from 

source: [21]. 

4.3 Territorial Dimension 

The territorial dimension studies the spatial dispersion or concentration of production 

units, location of suppliers, and clients. The average IT employee cost in India of $ 

5880 per year is an important factor in the emergence of India as a work location in 

IT services [1]. The IT services firms have established work locations in the big 

cities and some locations and their surrounding areas have emerged as favorites, 

namely Bangalore, Chennai, Hyderabad, New Delhi, and Mumbai (Table 1). Since 



128 Pratyush Bharati 

the cost in these locations has risen drastically, firms are exploring newer locations. 
Unlike manufacturing the IT services industry does not have several layers of 
suppliers for the MNCs (Table 2). The Indian IT services firms continue to grow and 
the top three firms now have revenues of more than $ 1 billion with offices all over 
the world (Table 3). TCS, the largest Indian IT services firm, is already part of Tata 
Sons that is a giant Indian conglomerate. As in the past the state continues to assist 
with tax incentives, establishment of software parks and export processing zones. 

5 Brief Conclusions 

The quasi-disintegration and internationalization of MNC production activities, the 
commodification of services, the availability of highly skilled low cost persoimel, 
and Indian IT services firms link with MNCs have aided in the emergence of IT 
services industry in India. The Indian IT services firms have had a relationship with 
MNCs since the very beginning. These close links have been strengthened with the 
MNCs serving as critical customer and sometimes important investors in the Indian 
IT services firms. The Indian IT services firms on the other hand have gained in 
reputation and size. It is possible that some of these large firms may become Indian 
MNCs. 

The IT services network is not as layered as compared to a manufacturing 
network. Presently the service work caimot be packaged more effectively and 
efficiently with better results, although it is possible that might change. Despite the 
fact that both MNCs and Indian IT services firms are exploring newer work locations 
both in India and in other countries, some cities have emerged as hubs for IT services 
work. The research elucidates that MNCs are key drivers of this complex and inter­
dependent network that involve important Indian firms. This is the first study that 
has investigated the Indian IT services industry as part of the global production 
network. 
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Abstract. The information systems we see around us today are at first sight 
very different from those that were developed 30 years ago. On the other hand, 
it seems that we are still struggling with many of the same problems, such as 
late projects and unfilled customer demands. In this article we present selected 
data from survey investigations performed by us in 1993, 1998, and 2003 
among Norwegian organisations on how they conduct information systems 
development and maintenance. The investigations looks on many of the same 
areas as earlier investigations e.g. by Lientz and Swanson in the late 1970', 
thus we are able to report on some tendencies of the development in the last 30 
years. A major finding is that even if we witness large changes in the 
implementation technology and methods used, a number of aspects such as 
overall percentage of time used for maintaining and evolving systems in 
production compared to time used for development is remarkably stable. The 
same can be said about the rate of replacement, around 50% of 'new' systems 
to be developed are replacement systems. On the other hand, since we have 
more complex infrastructures supporting the information systems, more and 
more of the resources are used for other tasks such as operations and user-
support. Less and less time is available for providing new information systems 
support in organisation 

1 Introduction 

Large changes in how we develop information systems and the underlying 
technology for information systems have been witnessed over the last 30 years. For 
instance, over this period the prevalent development methods, programming 
languages and general technological infrastructure have changed dramatically. On 
the other hand, many of the intrinsic problems and aspects related to information 
systems support in organisations are similar. Application systems are valuable when 
they provide information in a manner that enables people and organisations to meet 
their objectives more effectively [1]. Many have claimed that the large amount of 
system work that goes into maintenance is a sign on poor use of resources to meet 
these demands. On the other hand, as stated already in [2], it is one of the essential 
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difficulties with application systems that they are under a constant pressure of 
change. Given the intrinsic evolutionary nature of the sources of system 
specifications, it should come as no surprise that specifications and the related 
information system must evolve as well [1]. 

The goal of both development activities and maintenance activities is to 
keep the overall information system support of the organisation relevant to the 
organisation, meaning that it supports the fulfilment of organisational needs. A lot of 
the activities usually labelled 'maintenance', are in this light value-adding activates, 
enabling the users of the systems to do new task. On the other hand, a large 
proportion of the 'new' systems being developed are so-called replacement systems, 
mostly replacing the existing systems without adding much to what end-users can do 
with the overall application systems portfolio of the organisation. 

Based on this thinking we have earlier developed the concept application 
portfolio upkeep 'as a high-level measure that can be used to evaluate to what extent 
an organisation is able to evolve their application system portfolio efficiently. How 
application portfolio upkeep is different from maintenance is described further 
below. 

In this paper, we present descriptive results fi^om survey-investigations 
performed in Norwegian organisations in 1993, 1998, and 2003. These investigations 
are also comparable to similar investigation by Lientz and Swanson going back to 
the late 70ties, thus are able to give us a way of tracking the developments over the 
last 30 years in this area. The statistical significance of some of the main differences 
is reported in [3], but is not included here for brevity. 

1.1 Outline of the Paper 

We will first give definitions of some of the main terms used within software 
development and maintenance, including the terms application portfolio upkeep and 
application portfolio evolution. The main descriptive results from our investigation 
are then presented and compared with previous investigations from earlier years. The 
last section summarises our results and presents ideas for fiirther work. 

2 Basic concepts 

Maintenance is in the IEEE Glossary divided into three types: corrective, adaptive 
and perfective [4] inspired by [5]. We here use the IEEE terms with some 
clarifications: 

Maintenance is defined as the process of modifying a software system or 
component after delivery. 
1. Corrective maintenance is performed to correct faults in hardware and software. 
2. Adaptive maintenance is performed to make the computer program usable in a 

changed environment 
3. Perfective maintenance is performed to improve the performance, 

maintainability, or other attributes of a computer program. Perfective 

' This concept was originally termed 'functional maintenance', but we have realized that this 
term might be misleading,. 
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maintenance has been divided into enhancive maintenance [6] and non­
functional perfective maintenance. Enhancive maintenance implies changes and 
additions to the functionality offered to the users by the system. Non-fimctional 
perfective maintenance implies improvements to the quality features of the 
information system and other features being important for the developer and 
maintainer of the system, such as modifiability. Non-functional perfective 
maintenance thus includes what is often termed preventive maintenance, but 
also such things as improving the performance of the system. 
In addition to the traditional temporal distinction between development and 

maintenance, we have introduced the concepts application portfolio evolution and 
application portfolio upkeep, given the groupings as illustrated in Figure 1. 

Application 
portfolio upkeep 

f 
Corrective maintenance 

Adaptive maintenance 

Non-functionai perfective 
I maintenance 

Development of 
^ replacement systems 

Application 
portfolio evolution 

~N 

\ 
Maintenance 

Enhancive 
maintenance 

I 

Development of new 
systems 

^Development 

Fig 1. Terminology in IS Development and Maintenance 

2. 

Application portfolio evolution: Development or maintenance where 
changes in the application increase the functional coverage of the total 
application systems portfolio of the organisation. This includes: 
• Development of new systems that cover areas, which are not covered 

earlier by other systems in the organisations 
• Enhancive maintenance. 
Application portfolio upkeep: Work made to keep up the functional 
coverage of the information system portfolio of the organisation. This 
includes: 

• Development of replacement systems. 
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• Corrective maintenance 
• Adaptive maintenance 
• Non-functional perfective maintenance 

3 Research Method 

The survey form used in 2003 was distributed by mail to 247 Norwegian 
organisations. The organisations were randomly selected from the list of member 
organisations of Dataforeningen (The Norwegian Computer Society). 

The form contained 38 questions, many with sub-questions. The contents of the 
form [7] were based on previous investigations within this area; especially those 
described in [8-12]. 

On some of the questions, we were interested in the quality of the answers, 
recognising that some of the information called for might not be easily obtainable. It 
was also room for issuing open-ended remarks on most questions. 

Galtung [13] regards that the least size that is meaningful in a survey is 40 units. 
Since survey-investigations in the area of development of application systems toward 
the same population earlier had given a response rate of about 22% [14,15] and the 
response rate of similar surveys has been around 20-25% (e.g. [9]), an answer ratio 
of approximately 20% was expected. This would have resulted in aroimd 50 
responses. 54 responses were returned, giving a response rate of 22%. 

The forms were filled in using a web-form by people with long experience with 
application systems related work (average 14.5 years), typically filling the role as IT 
director in the company. Of the respondents, 49 out of 53 (92.5%) indicated that IT 
was of extremely (5) to large (4) strategic importance for the organisation. The 
additional four respondents answered 3 on the 1-5 scale used. This indicates that 
application systems support including own development and maintenance is an area 
of importance for the respondents. All organisations were doing work on all support-
line levels (1-3) [16], but with different emphasis on different types of support. 

In 1993 [15 17, 18], and 1998 [8] we performed similar surveys which contain 
the results from investigations of 52 and 53 Norwegian organisations, respectively. 
Most of the organisations that received a survey-form in the 1993 and 1998 studies 
also received the form from us in 2003, and many of the same questions have been 
asked. The methods that are used are also similar, enabling us to present a 
'longitudinal survey study', although the overlap among actual respondents is limited 
to only a few organisations. Because of this and the somewhat low response rate, we 
will be cautious in our interpretations of the results 

3.1 Other Investigations 

We will compare some of the results also with the results of similar investigations in 
other countries. The most important of these investigations are: 
1. The Lientz and Swanson investigation [10]: That investigation was carried out 

in 1977, with responses from 487 American organisations on 487 application 
systems. 
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The Nosek and Palvia investigation [11]: A follow-up study to Lientz/Swanson 
performed in 1990. Their results are based on responses from 52 American 
organisations. 
The Swanson and Beath investigation [12]: Reports on case-studies of 12 
American companies that in addition to questions given in the Lientz/Swanson 
study focused on portfolio analysis and the question of replacement systems. 
These aspects are also a major part of our investigations. 

4. Descriptive Results 

First, we present some of the overall demographics of the surveys. We focus on 2003 
results. Similar results from our previous surveys conducted in 1993 and 1998 are 
included in parenthesis where the numbers are comparable. 

20% (1998-43%) of the organisations had a yearly data processing budget above 
10 mill NKr (approx. 1.3 mill USD), and the average number of employees among 
the responding organisations was 181 (1998-656; 1993-2347). The average number 
of ftill-time personnel in the IS-organisations reported on was 9.8 (1998-10.9; 1993-
24.3), whereas the average number of full-time application programmer and/or 
analysts was 4.1 (1998-4.6; 1993-9.5). As we see, the responding companies are 
generally smaller in our latest survey, whereas they have approximately the same 
size of IT-departments as in the 1998 survey. The average experience in the local IS-
department was 5.4 (1998-6.3; 1993-6.4) years, (average total experience was 8.2 
(1998-8.3) years. The average number of full time hired IT consultants was 0.7, 
which is much lower than what was reported in 1998 (2,7). This reflects the limited 
activity at the time in the Norwegian consultant-market (and general), where all the 
major consultant-companies had to lay off hundreds of employees. 

4.1 Portfolio Analysis and Replacement Systems 

The number of main systems in the organisations ranged between one and 15, with a 
mean of 4,5 (1998-9.6;1993-10.3) and a median of 3 (1998-4;1993-5) systems. The 
user population of these systems ranged between 3 and 2005, with a mean of 314 
(1998-498; 1993-541) and a median of 55 (1998-150;1993-250). The age distribution 
of the systems in ours studies and the Swanson/Beath study is provided in Table 1. 
The average age of the systems was 3.9 years (1998-5,0 ; 1993-4.6; Swanson/Beath-
6.6). 

Table 1 : A 
Age of 
systems 

0-1 
1-3 
3-6 
6-10 
>10 

ige distribution of 
2003 

20 
37 
27 
8 
8 

systems 
1998 

7 
19 
33 
23 
18 

1993 

13 
38 
22 
18 
9 

Swanson/Beath 

7 
17 
24 
26 
26 
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An overview of where systems are developed is provided in table 2. As an 
overall trend, we see that fewer systems are being developed in the IS-organisation, 
from 82% in Swanson/Beath to 59% in 1993, to just above 20 % in 2003. The 
amount of systems developed in the user organisation remains low (the peak in 1998 
was due to a few organisations with a large number of systems). Similarly we see an 
increase in systems developed by outside firms, and on the use of packages. Whereas 
the amount of packages with large adaptations (e.g. ERP systems) appears to be quite 
stable around 10% over the last 10 years, the number of COTS (packages with small 
adaptations) is on the rise. The new category we introduced in 1998, component-
based development only amounted to 1.0 % (0.4% in 1998) of the total systems. 

Table 2: Main place for systems development 
Development 
Category 
Developed by IS-
organisation 
Developed in user 
department 
Developed by others 
(e.g. consultants) 
Packages solution, large 
adaptation 
Package solutions, small 
adaptations 
Component-based 
development 

2003 

22,6 

1,9 

35,1 

12 

27,4 

1 

1998 

26,8 

26,6 

22 

9,6 

14,6 

0,4 

1993 

59 

1 

12 

11 

17 

NA 

Swanson/ 
Beath 

82 

1 

15 

NA 

2 

NA 

The organisations typically supported several technical configurations (mean 1.9, 
median 2). The average number of different programming languages in use was 2 
(median 2). This is similar to the investigation in 1998 and 1993. Table 3 provides an 
overview of the percentage of systems reported being developed using the different 
programming languages. As we see, from being dominant ten years ago COBOL is 
almost not used anj^nore. 
Table 3: Percentages of systems developed using different prograrmning languages 
Language/ 
Investigation 
COBOL 
4GL 
C 
C++ 
RPG 
Java 
Assembler 
Fortran 
PASCAL 
PL/1 
Other 

2003 

0,5% 
13,5% 
12,5% 
23,1% 

29,8% 

20,2% 

1998 

32.6% 
16.9% 
15.4% 
15.1% 
12.9% 
2% 
0.9% 
0.6% 
0.3% 
0.3% 
2.6% 

1993 

49% 
24% 
4% 

4% 

3% 
4% 
2% 
2% 
6% 

Swanson/ 
Beath 
63% 

2% 

8% 
2% 

25% 

Nosek/ 
Palvia 
51% 
8% 
3% 

10% 

7% 

21% 

Lientz/ 
Swans. 
51.6% 

22.4% 

11.9% 
2.4% 

3.2% 
7.7% 
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The languages that are used in most organisations and for most systems are now Java 
(27%) and C++ (24%). Java was just starting to be in widespread use in 1998 and 
C++ was barely included in 1993. The percentage of organisations reporting to have 
COBOL applications has decreased from 73% in 1994 to 26% in 1998 to 1% in 
2003. 

Table 4 summarises the development in database technologies, showing how 
eventually most installed databases now are relational. Also in 1998, the relational 
technology was most widespread looking upon the number of organisations using 
this technology. We also see a rise in the use of object-oriented and other database 
technology (e.g. for Data Warehouses). 

Table 4: Database Technology 
Database Technology 
Hierarchical 
Network 
Relational 
Object-oriented 
Other 

2003 
4,5 
10,7 
52,9 

9 
23 

1998 
16,5 
40,6 
38,6 
1,3 
3,1 

In general, we see that the developments as for implementation technologies follow 
an expected path, but much slower than one might have expected. 

40 new systems were currently being developed, and 23 of these systems (60 %) 
were regarded as replacement systems. (1998-57%; 1993-48%; S/B-49%). The 
portfolio of the responding organisations contained 172 systems, meaning that 13% 
of the current portfolio was being replaced. (1998 - 9%; 1993 - 11%; S/B 10%) . 
The average age of systems to be replaced was 5.5 years (1998-10.5 years ; 1993-8.5 
years). The reasons for the replacements have slightly changed from earlier 
investigations [3]. The most important reasons for replacement are now a need for 
standardization and integration with other systems. The burden to maintain is still an 
important issue in many cases, although of less importance than in earlier 
investigations. Burden to operate and use is much less important. 

4.2 Use of Methodology and Organisational Controls 

As for the use of methodology, as many as third of the organisations respond that 
they have no methodology in place at all. As for the use of methodology within 
different areas of development and maintenance, the numbers were: Planning 
(43.5%, 1998-34%), Analysis (23,9%, 1998-30,2%), Requirements specification 
(56.5%, 1998-50,9%), Design (45.7%, 1998-39,6%), Implementation/Coding 
(52.2%,1998-43,3%), Testing (54.3%, 1998-34%), Conversion and rollout 
(32.6%, 1998-26,4%), Operations (37%, 1998-32,1%), Maintenance (28.3%,1998-
30,2%), Project management (34.8%, 1998-41,5%). 

As for the use of comprehensive system development tools, 53.7% (1998-
13.2%; 1993-27.1%) use such tools for development, and 39% (1998-11.3%; 1993-
10.6%) use such tools for maintenance. The tools are primarily used in planning, 
requirement specification, design and implementation. The average experience with 
the tools was 4.2 (1998-3.1; 1993-2.8) years, and the organisations have only on 
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average 2 (1998-2;1993-2) systems supported by the tools. This shows that the use of 
advanced system development tools still makes a limited although increasing impact 
on the overall application systems support of organisations. 

With 'organisational controls' we mean procedures and functions that are 
intended to control different aspects of the maintenance process. Use of 
organisational controls concerning maintenance has been reported in several studies 
[8,10,11,12,15]. 

The use of organisational controls and a comparison with previous 
investigations are given in Table 5. The majority of the organisations document user 
requests, classify change requests and re-test changes in their systems as in the 
previous investigations. A marked improvement in the use of cost-justifications can 
be seen. On the other hand, a dramatic worsening of the use of periodic 
implementations of errors and new fiinctionalify can also be seen. The use of 
organisational controls have in other studies shown to be efficient for improving the 
amount of value added time of maintenance by increasing the percentage enhancive 
maintenance [19]. 
Table 5: Comparisons on use of organisational controls 

Control 

e. Changes are re-tested 
b. Classification of CR 
d. Changes documented 
c. Requests cost-justified 
h. Users kept informed 
a. User requests logged 
i. Equal routines for all 
j . Periodic formal audits 
g. Acceptance testing of doc. 
1. Personnel charge-back 
k. Equipment charge-back 
f Changes are batched 

2003 

75% 
64% 
57% 
55% 
51% 
49% 
40% 
38% 
34% 
19% 
17% 
13% 

1998 

59% 
59% 
51% 
36% 
51% 
59% 
40% 
17% 
28% 
13% 
15% 
52% 

1993 

79% 
60% 
67% 
54% 
79% 
77% 
58% 
68% 
43% 
31% 
40% 
40% 

Nosek/ 
Palvia 
54% 
N/A 
83% 
37% 
N/A 
89% 
N/A 
39% 
N/A 
25% 
23% 
28% 

Lientz/ 
Swans. 
59% 
N/A 
77% 
33% 
N/A 
79% 
N/A 
32% 
N/A 
31% 
34% 
33% 

Organisational controls are typically used to assure adhering to software 
maintenance success factors [20]. An assumption concerning use of organisational 
controls is that there always is a potential for improvement of the IS-system 
portfolio. Usually the amount of change requests exceeds the capacity of the IS-
organisation. Based on this it seems reasonable to prioritise change requests and 
perform cost-benefit analysis. Among the responding organisations, however, 45% 
did not perform analysis of consequences related to changes and requests were not 
cost-justified. 

4.3 Distribution of Work 

Work on application systems was in the survey divided into the six categories 
presented in the section 2. The same categories were also used in 1993 and 1998. We 
also asked for the time used for user-support and for systems operations and other 
tasks which took up the additional time for the work in the IS departments. 
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Table 6 shows the distribution of work in previous investigations, Hsting the 
percentage of maintenance work relative to development work, the study reported, 
and the year of the study. Based on this we find that in most investigations, between 
50% and 60% of the effort is done to enhance systems in operation (maintenance) 
when disregarding other work than development and maintenance. An exception 
from this was our previous study in 1998. 
Table 6: Result on maintenance from previous investigations on maintenance 

Maintenance 
49 
53 
56 
58 
58 
59 
63 
72 

Investigation 
Arfaetal[21] 
Lientz and Swanson [10] 
J0rgensen [22] 
Nosek and Palvia [11] 
Yip [23] 
Krogstie [15] 
Martinussen [24] 
Holgeid [8] 

Year 
1990 
1980 
1994 
1990 
1995 
1993 
1996 
1998 

Table 7 summarises the descriptive results on the distribution of work in the 
categories in our investigation, comparing to previous investigations. 
Table 7: Distribution of the work done by IS-departments 

Category 

Corrective maintenance 
Adaptive maintenance 
Enhancive maintenance 
Non-functional perfective maintenance 
Total amount of maintenance 
Replacement 
New development 
Total amount of development 
Technical operation 
User support 
Other 

2003 

8.7 
7.2 
12.5 
7.5 
35.9 
9.7 
12.2 
21.9 
23.1 
16.8 
2.3 

1998 

12,7 
8,2 
15,2 
5,4 
41,4 
7,7 
9,5 
17,1 
23 
18,6 
0 

1993 

10,4 
4 
20,4 
5,2 
40 
11,2 
18,4 
29,6 
NA 
NA 
30.4 

Lientz/ 
Swanson 
10,6 
11,5 
20,5 
6,4 
48,8 
NA 
NA 
43,3 
NA 
NA 
7,9 

In 2003, 35.9% of the total work among the responding organisations is maintenance 
activities, and 21.9% is development activities. When disregarding other work than 
development and maintenance of application systems, the percentages are as follows: 
maintenance activities: 65.8%, development activities: 34.1%. This is a smaller 
percentage maintenance than in 1998, but still more than in 1993 where the 
corresponding percentages were: maintenance activities: 58.6%, development 
activities: 41.4%. In organisations were developing and maintaining IS systems 
accounts for more than 50% of total effort, development activities accounts for 30.0 
% of the total work. 61% of development and maintenance work was application 
portfolio upkeep, and 39% was application portfolio evolution. This is almost the 
same as in 1998, which in turn was a dramatic change from the situation in 1993 
where application portfolio upkeep- and application portfolio evolution respectively 
amounted to 44% and 56% of the work. Further comparisons of descriptive results 
between different studies are presented in Table 8. The first column lists the 
category, whereas the other columns list the numbers from our investigation, the one 
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in 1998, the one in 1993, the Lientz/Swanson investigation and the Nosek/Palvia 
investigation. The first set of number compare the numbers for development, 
maintenance and other work. The amount of other work reported in our 
investigations is much larger than in the American investigations. Therefore, in the 
second set of figures, we compare the data without considering other work. For the 
categories application portfolio evolution and application portfolio upkeep, we only 
have numbers from our own investigations. 

Table 8: Comparisons of maintenance figures with previous investigations 
Category 

2003 1998 1993 
Percentage of all work 
Development 21 17 30 
Maintenance 35 41 40 
Other work 44 42 30 
Disregarding other work than development and 
Development 34 27 41 
Maintenance 66 73 59 
Functional effort, disregarding other work than t 
maintenance 
Application 39 38 56 
portfolio 
evolution 
Application 61 62 44 
portfolio 
upkeep 

Llentz/ 
Swanson 

43 
49 
8 

maintenance 
47 
53 

ievelopment and 

N/A 

N/A 

Nosek/ 
Palvia 

35 
58 
7 

38 
62 

N/A 

N/A 

5 Conclusion and Further Work 

Looking at the overall trends, there are a number of differences in the underlying 
technology, which is as expected. This is very clearly witnessed in the distribution of 
programming languages used, where procedurally languages like COBOL have to a 
large extend been suppressed by object-oriented languages like Java and C++. This 
has happened at a smaller pace than one might have expected, applications exist for a 
number of years in organisations before they are being replaced, even if it appears 
that the replacement time is decreasing. On the other hand, overall percentage of 
time uses for maintaining and evolving systems in production compared to time used 
for development is remarkably stable. The same can be said about the rate of 
replacement, around 50% of 'new' systems to be developed are actually replacement 
systems. Since more complex infrastructures are supporting the information systems, 
more and more of the resources is used for other tasks such as operations and user-
support, less and less time is available for providing new information systems 
support in organisation 

Several of our results have spurred new areas that could be interesting to follow 
up in further investigations, either in the form of further surveys, or more likely by 
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developing several detailed case studies. To come up with better empirical data on to 
what extent the application systems support in an organisation is efficient, would 
take another type of investigation, surveying the whole portfolio of the individual 
organisation, and getting more detailed data on the amount of the work that is looked 
upon as giving the end-user improved support, and how efficient this improved 
support was provided. This should include the views of the users of the application 
systems portfolio in addition to those of the IS-managers and developers. 

A long-term plan is to do a similar investigation in 2008, following up our five-
year cycle. 
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Abstract. The IFIP TC 8 WG 8.6 focuses on the transfer and diffusion of 
information technology. Since the working group was established in 1993 
there have been a number of events where members of the group have 
produced contributions analyzing transfer and diffusion of IT in different 
settings and from different perspectives. In this paper we report the result of an 
analysis of the theoretical perspectives the contributors have applied in the 
studies. Our analysis suggests that even though there is an even distribution of 
factor and process oriented studies reported in proceedings the theoretical 
denominator for the long standing members of WG 8.6 is the process oriented 
approach to the study of transfer and diffusion of IT. 

1 Introduction 

In 2003 the IFIP TC 8 WG 8.6 celebrated its 10* anniversary. On that occasion a 
review of the proceedings from the events during the period 1993-2003 was 
presented. This presentation was compiled to a contribution appearing in the 
proceedings of the WG 8.6 conference in 2005 [1]. The comprehensive review of the 
113 papers appearing in the seven volumes of proceedings from the first ten years 
provided insights in the multiplicity of the study of "Transfer and Diffusion of 
Information Technology", which is the thematic label of IFIP TC 8 WG 8.6. Among 
other issues the review demonstrated which terms from the transfer and diffiision 
vocabulary had been used, which types of technologies were studied over the ten-
year period, what the unit of analysis had been, what types of methods researchers 
applied in the studies, the nature of exploration in the studies, and the type of 
theoretical framework used in the analysis of diffusion and transfer of information 
technology. 

The latter theme related to the use of theoretical frameworks in the studies gave 
food for thought with respect to the issue of whether or not the researchers involved 
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in the WG 8.6 have developed a common theoretical foundation. The overall mission 
statement of IFIP and also the specific statement for WG 8.6 explicitly state as an 
objective to foster and develop suitable and robust frameworks, models or theories 
and it is our understanding that one of the purposes of bringing academics and 
practitioners together at the IFIP events is to support this type of activity for example 
through the presentation of papers included in the proceedings. 

The objective of this paper is to outline which academic frameworks for transfer 
and diffusion of information technologies have been applied in the studies presented 
in the proceedings of the past events in WG 8.6. Without doubt Rogers [2] has been 
of the most influential researchers in the general field of diffusion of innovations, a 
claim which has also been supported and extended for IT diffusion research by 
members of WG 8.6 [3]. Thus, before becoming familiar with the results of the 
review of the proceedings it was our assumption that Rogers' prominent framework 
on diffusion of innovations would be one of the core theoretical frameworks and also 
the most cited source in the work of WG 8.6. However, it turned out that few of the 
reported studies had actually directly applied Rogers' framework in their work, but 
many studies referred to Rogers. The limited frequency of using Rogers' framework 
could therefore not be explained with the fact that the contributors were not familiar 
with the framework. This insight has inspired us to pursue this issue further in the 
present paper and to provide an overview of which other frameworks have then been 
used to conceptualize and analyze diffusion and transfer of information technologies. 

It has been argued that the works of Rogers represent a positivistic approach to 
the study of the diffusion and transfer of technological innovations[4]. One 
assumption is therefore that the reason for not applying Rogers is that contributors to 
WG 8.6 prefer more interpretive approaches to the study of the transfer and diffusion 
of technological innovations. One consequence of this assumption is that apart from 
identifying which theories and frameworks are applied in the working group the 
analysis also aims at looking for possible patterns with respect to the methodological 
approaches of the studies presented in the proceedings. It is not our ambition to 
determine if one framework has better explanatory power than another. Nor is it to 
judge its relevance. Instead our goal is to provide an overview mapping of those 
frameworks, models, theories which contributors of the WG 8.6 events have found 
useful for explaining transfer and diffusion of information technologies. 

The remainder of the paper is structured as follows: Section 2 outlines the 
conclusions on the usage of Rogers' work as explanatory framework from the WG 
8.6 anniversary review as a motivation for the present study. Section 3 provides 
some reflections on differences between models, frameworks, theories and theory 
building. The section also presents our classification scheme and our method of 
deriving data from the contributions in the proceedings. Section 4 is dedicated to a 
discussion of benefits of making the type of exercise the study provides and some 
concluding remarks and directions for fijture work. 
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2 Background 

As mentioned earlier Rogers [2] is considered a most influential researcher in the 
field of diffusion of innovations. In the WG 8.6 proceedings from 2001, McMaster 
[5] opened the discussion whether or not Rogers' work on difftjsion of innovations 
was actually the most quoted theoretical contribution by researchers in the WG 8.6. 
Based on his analysis of the proceedings from three previous conferences McMaster 
concluded that it was not the case. Furthermore, based on proceedings from seven 
conferences [1] observed that Rogers' seminal book which by that time has been 
published in five editions was not as widely used by the researchers contributing to 
the seven volumes of the proceedings of IFIP WG 8.6 as one would expect. Rogers 
was identified as the single most cited author, but a closer look at the references to 
Rogers indicated that a citation is not identical with application of the theory. The 
review by [1] identified that roughly a third of all articles (31 out of 108, 29%) 
showed a neutral attitude towards Rogers in the sense that reference is made to 
Rogers without specifically making any value judgment about whether or not the 
framework is helpfiil for the particular study. Twelve articles are critical to Rogers 
(11%), typically drawing attention to the limitations of his factor oriented approach 
when studying diffusion of innovations. Ten articles (9%) are directly based on his 
work. This counting punctuates the myth that Rogers' framework is often used in the 
studies of diffusion of innovations. 

Even though Rogers is often cited this is not synonymous with direct use of his 
theory in the analysis of adoption and diffiision of innovations. It could as well be a 
matter of simply citing Rogers as a proponent of the study of diffusion of 
innovations or quoting him as an example of a positivistic or factor oriented 
approach to the study of the diffusion of innovations. 

Another conclusion Kautz et al. [1] reached with respect to the limited use of 
Rogers as explanatory framework was that contributions to the WG 8.6 in their 
majority focus on adoption on the organizational level whereas Rogers 
predominantly deals with adoption by individuals: hence Rogers' fi-amework is not 
suitable for the analysis. This insight triggered our interest in investigating which 
other frameworks or models were used by the contributing researchers. The next 
section presents alternatives to Rogers' framework which have been applied in the 
WG 8.6 contributions. However, before getting that far a few comments on the terms 
framework, model and theory are provided. 

3 Frameworks, Models and Theories 

In the work of WG 8.6 we do not distinguish strictly between the terms frameworks, 
models or theories. What the difference between them is and what defines the three 
terms would justify an in-depth discussion in itself (see e.g. [6]). The group of 
researchers in WG 8.6 represent multidisciplinary traditions - especially with 
researchers from the IS field being strongly represented - and the distinctions 
between frameworks, models and theories are not always used rigorously by 
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academic contributors. In addition, contributing practitioners do not always greatly 
appreciate the "academic terminological pedantry". 

A number of researcliers have produced comprehensive reviews of the study of 
diffusion of innovations [7-9]. The reviews have provided different classification 
schemes with respect to characteristics of the innovation [10] and impact of 
innovation [4,11]. Common for these reviews is that they have not focused 
specifically on the methodological approach of the studies. In his review of the study 
of innovations Wolfe [4] suggested that depending on the nature of the study 
researchers should choose their methodological approach. Wolfe distinguished 
between factor and variance theory. 

Members of WG 8.6 have also contributed to reviews on diffusion of 
innovations. McMaster and Kautz [3] provided a review on the history of the concept 
of diffusion. Tracing the term back about five hundred years they noted that 
imbedded in the concept is a master-slave connotation. Larsen [12] has also 
contributed to the collection of reviews of diffusion of innovations and its content 
and scope. Larsen suggested that in order to align the further study with the 
technological development the WG 8.6 should "focus on societal implications, 
business potential, stakeholder awareness, marketing and solution development 
requirements of new IS/IT products." Common for the above-mentioned studies is a 
recommendation of considering both positivistic and interpretivistic school(s) of 
thought in the study of diffusion of innovations. However, without favoring any 
approach or strictly defining the characteristics of the two. 

Markus and Robey [13] have provided an account on that particular issue. They 
suggested that researchers should distinguish between variance and process theory, 
the latter representing interpretative approaches to the study of diffusion of 
innovations and variance theory representing a more positivistic approach to 
studying the subject. 

One of the strengths of the interpretive approach is the critical approach to the 
myth of objectivity of scientific research. It is accepted that there are no objective 
causal relations which can be observed and communicated and it is accepted there is 
no truth which is just waiting to be explained by the researcher(s) [14]. The 
positivistic reductionism is in other words dismissed and phenomenology and 
hermeneutics are among other interpretivistic approaches used to make sense of the 
world as it is viewed in the lenses of the researcher. 

In the present study we apply Markus and Robey's [13] broad methodological 
classification. To identify which theoretical frameworks for studying diffusion and 
transfer of IT contributions published in the seven volumes of WG 8.6 proceedings 
were read and categorized based on the broad distinction between process research 
oriented studies and factor research oriented studies. Our classification of the 
contributions with respect to use of framework, theory or model is mainly based on 
what the researchers argue they apply. In those cases where no indication of use of a 
specific framework, theory or model is given, our classification is based on an 
analysis of the text including an examination of references. Our presentation of 
contributions representing different theoretical frameworks does not include the total 
number of contributions appearing in the proceedings. Instead we select and provide 
exemplars for the identified approaches. 
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3.1 Process Research Oriented Studies 

Contributions falling in the category of process research oriented studies mainly 
include studies applying Walsham's interpretative framework [14]. Actor-Network-
Theory [15,16], and Soft Systems Methodology [17]. A number of studies also 
combine factor oriented frameworks with process oriented frameworks. These 
studies often argue that the factor oriented frameworks are insufficient in explaining 
the processes of adoption, diffusion and implementation hence it is necessary to add 
elements from an interpretative school. 

In his book "Interpreting Information Systems in Organisations" Walsham 
outlines his framework constructed around the elements content, context, and social 
and political processes. He derives these elements from contextualism [18] and 
structuralism [19]. Kautz and Henriksen [20], Muzzi and Kautz [21], and Nilsson, 
Grisot and Mathiassen [22] make explicit reference to Walsham's interpretative 
framework. Jayasuriya, Rawstome, Caputi [23] apply Walsham in a more diverse 
way. They use Walsham's framework to test Rogers' stage-model. The authors 
explicitly mention that they apply contextualism in their study. B0ving and Bodker 
[24] also combine Rogers' model with an interpretative framework. They combine 
Rogers with a "participative approach". 

Actor-Network-Theory (ANT) is another analytical approach which has been 
applied by a number of researchers. Contrary to Walsham's interpretative framework 
for IS in organizations ANT is less clear in its premises for studying the phenomenon 
of diffusion of innovations. Actors, actants, translation, enrolment and inscription are 
among the key concepts that constitute an ANT analysis. Hedstrom [25] applies a 
pure ANT perspective in her study. This is also the case with McMaster [3] in his 
study of how the concept of diffiision has developed over time. Lines, Andersen, and 
Monteiro [26] apply ANT and neo-institutional theory in their study of uptake of IT 
in hospitals in a Norwegian county. 

A number of contributions which focus on diffusion of software development 
practices use Soft Systems Methodology (SSM) [17]. Through thorough case studies 
typically of single organizations the researchers provide interpretations of practices 
and reasons for the outcome of these practices. Examples of this type of contribution 
include Levine and Syzdek [27] and East and Metcalfe [28] who focus in particular 
on the use of rich pictures. 

Common for all the studies in the category of process research oriented studies is 
that they are based on case studies. Modeling, experiments and quantitative tests are 
not used as research methods. In our second category, factor research oriented 
studies, there is a broader variety in research methods but the theoretical foundation 
is not as clear cut as in the process research oriented studies. 

3.2 Factor Researcli Oriented Studies 

As demonstrated in Section 2 Rogers' framework on diffusion of innovations does 
play a role in the contributions. Regardless of not being used as often as we expected 
Rogers is the single most cited author of a diffusion framework in the WG 8.6. When 
applying Rogers it is most often in connection with a factor oriented study. Among 
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those contributions directly applying Rogers in their analysis of adoption, diffusion 
and implementation of innovations are Lyytinen and Damsgaard [29]. However, 
Lyytinen and Damsgaard analyze the framework and conclude that it is not suitable 
for analyzing difftision of complex networked information technologies. Stuart, 
Russo, Sypher, Simons and Hallberg [30] combine Rogers with general IS adoption 
literature (which generally rests on Rogers' framework). Mitsufiiji [31] applies 
Rogers, but combines his analysis with the Bass [32] model. This contribution is 
among the few contributions using econometrics to analyze the phenomenon of 
diffusion of innovations. 

The majority of factor oriented studies apply contributions from the IS literature 
in their studies. Often cited contributions from the IS literature are [33-38]. The IS 
literature which focuses on adoption, transfer and diffusion of IT includes factors 
related to technological, organizational and environmental attributes which are then 
tested quantitatively or qualitatively as explanatory factors for adoption - and often 
also non-adoption - of a given IT innovation. The studies used as inspiration in the 
WG 8.6 contributions are mainly focused on the organizational or inter-
organizational context. [39-41] are all examples of WG 8.6 contributions inspired by 
IS studies. 

Some of the studies included in WG 8.6 proceedings do not give IT itself any 
particular attention. Instead, transaction cost theory has been used to support their 
arguments [42-43]. These contributions are however the exception from the rule of a 
very technology centric lens in the WG 8.6. 

Having this in mind it is surprising that very few apply the TAM model [44] or 
the TRA model in their study of adoption and diffusion of technological innovations 
among individuals given that these models are specifically designed to embrace 
uptake of IT innovations -contrary to Rogers' model which does not distinguish 
between uptake of mobile phones, hybrid seed, or contraceptives. Sandhu and 
Corbitt [45] applied the TAM model in their study of e-commerce adoption and 
Moore and Benbasat used the TRA model in their study of end-users adaption of IT 
in organizations. 

4 A Look Back to Look Forward 

As stated in the introduction, the objective of this paper is to outline which academic 
frameworks for transfer and diffusion of information technologies that have been 
applied in the studies presented in the proceedings of the past events in WG 8.6. 

Our analysis of the use of frameworks, theories and models supporting the study 
of transfer and diffusion of technological innovations shows a varied picture of how 
contributors to the proceedings approach the phenomenon. Variation is found at the 
different conferences: when the WG 8.6 event was held in Copenhagen, Denmark in 
2003 the proceedings mainly consisted of process oriented studies whereas the 
proceedings from the event in Sydney, Australia in 2001 were dominated by factor 
oriented studies. However, when analyzing the seven volumes of proceedings as a 
whole the share of contributions reporting process oriented studies and factor 
oriented studies is more or less even. 
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The factor oriented studies of the adoption and diffiision of innovations are 
mostly not based on Rogers' framework. Instead other explanatory factors than those 
Rogers lists in his framework are operationalized. Well-established factor oriented 
diffiasion-frameworks such as the Bass-model [32] or TAM [44] are also only rarely 
applied in the search for variables explaining adoption and diffusion patterns. 
Instead, the contributions are inspired by IS adoption studies mainly focusing on 
attributes of the particular (technological) innovation under examination and 
attributes of more general (organizational) conditions, e.g. managerial support, 
organizational size, slack and structure. 

With respect to the interpretative frameworks applied there seems to be a more 
consistent pattern compared to the factor oriented contributions. The frequency of 
studies applying ANT, SSM, and Walsham's interpretative framework is relatively 
high compared to the more scattered picture of the use of factor oriented 
frameworks. 

Based on our analysis of the contributions it is observed that contributions falling 
into the category of factor oriented studies are often authored by "single event" 
contributors or newcomers to the working group. The long standing members of WG 
8.6 are on the other hand more inclined to stick to the same theoretical foundation 
which they apply in different settings over time and write new accounts of their work 
for the different events over the years. For some reason the theoretical foundation 
applied by the long standing members often falls into the category of process 
oriented studies. Given that a number of the long standing members appear in most 
of the volumes of the proceedings a more consistent picture appears with respect to 
the process oriented frameworks, models and theories. 

It can therefore be argued that even though there is a more or less even 
distribution of factor oriented studies and process oriented studies in the proceedings 
of the WG 8.6 events, the common theoretical denominator in WG 8.6 is rooted in 
the process oriented schools of theories for understanding the transfer, diffusion and 
adoption of information technologies. 

The majority of the longstanding members of WG 8.6 provide process research 
oriented studies within an interpretative approach. Studies based on this approach are 
certainly also applicable and necessary in the future, and refinements of the existing 
frameworks and theories are needed to further improve our understanding of 
complex phenomena such as transfer, adoption and diffusion. This is true especially 
in light of the continuous stream of IT innovations and their potential adoption by 
new user groups and in geographical and cultural areas of what is traditionally called 
the'Western World'. 

However, while sustaining methodological and theoretical pluralism, future work 
of the WG 8.6 ultimately has to tackle the question whether particular approaches or 
theoretical models are more appropriate for particular aspects of the transfer adoption 
and diffusion of IT innovations. The apparent focus of the group on organizations 
and the organizational level as expressed by its established members should in the 
future - beyond their sporadic appearances - also allow for researchers who like to 
study transfer, adoption and diffusion of IT and IT related phenomena either on the 
individual, sectoral, societal, regional or global level and who favor different 
research approaches, independently of whether they are more factor or more process 
based to join the group on a more permanent basis. 
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Abstract. As many authors have stated, the importance of organizational 
learning is fundamental in order to gain competitive advantage and survive in 
a turbulent environment. Many learning models have been studied in recent 
years. They have been used to analyze practices or aspects of learning in many 
industries. This paper aims to develop a particular framework in order to 
understand the determinants for organizational learning, depending on the 
firm's general approach towards information and knowledge management. The 
theoretical framework is derived from Blackler and McDonald's study, which 
focused on organizational learning approaches, and from Duncan and Weiss's 
work, which studied attitudes towards knowledge management. This is applied 
to a particular context characterized by a high level of bureaucracy: the Italian 
banking industry. In particular, the study is conducted on a sample of 54 
banks. The empirical analysis is carried out through questionnaires and 
interviews. Data is analyzed using statistical analysis. Results are shown and 
empirical implications are discussed, also in order to explain the reasons for 
the current situation. 

1 Introduction 

Taking Simon [1] as a starting point, who first introduced the concept of 
organizational learning, this topic has been thoroughly explored over the last few 
years. Learning practices allow the organization to spread knowledge between 
members and thus react to external instability [2, 3] in order to achieve some kind of 
success [4]. Organizational learning, in particular, has been defined as the process 
through which action is improved thanks to a better understanding of context 
variables [5]. According to Lanzara [6], there can be no organizational learning as 
long as individual knowledge is not widespread and shared between members. 
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Learning is never individual, but always comes from comparisons between members 
[7]. It is supported by dialogue and communication; collaboration and co-operation; 
networks of ideas; incentives [8]. This strategy has to be realized at all levels within 
the organization. This means that even if organizational processes are complex, 
companies need to maintain learning practices, giving adequate incentives to their 
members [9]. According to Argyris' [2] definition of learning practices, the concept 
of organizational learning is also related to that of knowledge. Not many authors, 
however, have analyzed in any great detail the relationship between the two [10, 11]. 
In fact, the learning loop implies the creation of organizational knowledge, which 
comes from individuals' shared knowledge. Organizational learning begins from the 
sharing of individual knowledge, which needs to be spread throughout the 
organization and easily reached to be subsequently re-used [12]. 

Analyzing two proposed theoretical models, one concerning organizational 
learning and the other focusing on the concept of knowledge, this paper formulates a 
distinct framework. The aim is to explore the following research questions: 

l.what are the determinants for organizational learning, depending on the firm's 
general approach towards information and knowledge management? 

2. How can a hierarchical organization move towards innovation through the 
organizational learning approach? 

The paper is organized as follows. Considering the explanation of the theoretical 
framework, it explains how this is applied to the sample. The results of the empirical 
study are shown and statistical analysis is presented. The implications are then 
discussed and some suggestions for future research are offered. 

2 Theoretical Framework 

2.1 Organizational Learning Perspective 

To study the organizational learning perspective, the paper's approach is based on 
Blackler and McDonald's study [13], who - in order to investigate the organizational 
learning cycle - distinguish between four dimensions of learning, which are all 
present in every organization [13]. This distinction is based on two variables which 
analyze the complexity of learning practices. Firstly, they consider the (in)stability 
between organizational groups or networks of members who collaborate, ending up 
with a distinction between emergent and established ones. Secondly, they focus on 
the degree of routine which characterizes the relationships between members, 
distinguishing between emergent and established activities, as showed in figure 1. 

* ^ ^ Generic sensemaking Institutionalized knotworking 
between groups 

^ ^ Genenc sensemakmg 

Established relations 
between erouDS "^ Communities of practice Intersubjective sensemaking 

Established activities Emergent activities 

Fig. 1. Blacker and McDonald's dynamics of organizational learning 
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According to Cohen and Sproull [14], the distinction between estabhshed and 
emergent activities comes from the level of complexity in conducting them. McCall 
[15] considers the level of variety and diversity of work required to conduct the 
activity. Engestrom et al. [16] define an activity as emergent when there is not yet a 
centre of control for it, when technology or processes or the people involved in them 
change. An emergent activity always needs new contributions and it is typical of an 
unpredictable environment. On the other hand, the variable of group stability is 
classified as established or emergent depending on people's ability to collaborate in a 
situation of uncertainty [14]. According to Raeithel [17], it depends on the level of 
familiarity between individuals. Usually in established groups a common aim is 
created, such as in a community of practice [18]. 

Adopting Engestrom's view [16], this paper investigates the distinction between 
emergent or consolidated activities in terms of the presence or absence of a 
structured learning cycle. When some activity is new, it is not formalized yet; 
employees manage the activity without following procedures, but by using a non-
structured approach. The activity requires many contributions in order to be 
improved and also many tools to explain the knowledge about it. So if an 
organization has more formalized and automated activities, it is considered as 
characterized by established activities and vice-versa. The paper assumes there is a 
structured learning cycle when knowledge on activities is firstly formalized and then 
spread using technological tools. This implies that the structured learning cycle 
depends on the correlation value of the following two variables: 

• level of formalized knowledge in order to conduct the activity; 
• degree of automation, which considers the presence and use of technological 

tools in order to support knowledge sharing and collective learning. 
With reference to Cohen and Sproull's [14] and Pautzke's [19] papers, the more 

the organization allows informal meetings and moments of collaboration, the greater 
the possibility that knowledge can be shared. If communication between individuals 
or groups is recurrent and there is a high level of informal coordination (both at top 
management and staff level), this paper supposes that new relationships and potential 
new knowledge can emerge within the organization to react to the instability and 
reach some kind of innovation. The paper's approach considers the relationships as 
emergent valuating the correlation value of the following three variables: 

• frequency of moments dedicated to collaboration; 
• level of coordination accomplished through team work (unstructured forms of 

collaboration), both at business unit and top management level; 
• creation of communities of practice and informal teams at all hierarchical 

levels and the presence of incentives. 

2.2 Knowledge Management Perspective 

As regards the concept of knowledge, this paper refers to Duncan and Weiss's [20] 
work. The current paper considers their distinctions: reinforcing or innovating 
through the creation of a new organizational knowledge base. Those aims can be 
accomplished through organizational or technological tools, as the literature states. 
As far as the organizational aspects are concerned, Nahapiet and Goshal [21] state 
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that the creation of new knowledge is faciHtated by the presence of a strong social 
capital. The importance of a culture of co-operation, collaboration, based on people's 
autonomy and fair incentives is stated by many authors such as Virkkunen and 
Kuutti [22]. In addition, Von Krogh et al. [23] analyze the obstacles that lie in the 
path of knowledge sharing. Also, theories of networks and social interaction explain 
the importance of promoting physical and virtual relations between individuals in 
order to create new knowledge [23, 24]. As well as this, more contributions on this 
topic come from theories on socialization [25]. The significance of combinative 
capabilities is offered by [26] or [27] as well. Also the importance of shared 
experiences and knowledge re-use is explained in Swan et al.'s work [28] and Gray's 
[29]. Considering the technological perspective, many authors classify technologies 
which can support a knowledge management approach, new knowledge creation and 
learning practices. Videoconferences, document management or collaboration tools 
are mentioned as useful tools [30, 31]. With reference to evidence in literature, the 
paper distinguishes between reinforcing and innovating the knowledge base by 
statistically analyzing the following: 

• technological and organizational tools of KM; 
• culture and incentives. 
Considering these two perspectives on, respectively, organizational learning and 

knowledge management, the paper's theoretical framework is the following: 

Emergent relations Promoting new reiations 
A to cliangetlie organisational Learning for innovating 

between groups ^ I<nowledge base 

\ 

X 
Established relations ^ Consolidation of the existing Learning through informal activities 

V knowledge base 
between groups 

Established activities Emergent activities 

Fig. 2. Organizational learning and knowledge: an integrative approach 

The aim of the paper is to demonstrate the differences in organizational practices 
and technological tools which explain the differences in knowledge sharing and 
learning between different clusters. 

3 Research Methodology 

The study is conducted on the banking industry. The reason for choosing this 
particular industry is the rapid changes that banks are experiencing, which need to be 
supported by learning practices, in order to react to the uncertainty of change 
(normative changes, the need to address customer satisfaction and follow market 
trends, international competition etc.). Moreover, to answer the second research 
question, questionnaires are completed and interviews conducted. Of 100 
questionnaires distributed, 54% were completed and returned to be analyzed. 
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Considering the dimension variable, based both on the amount of intermediate funds 
- according to Bank of Italy directives - and on the number of employees, the sample 
is composed as follows: 

• 38.9% (21 units) small banks; 
• 33.3% (18 units) medium banks; 
• 27.8% (15 units) large banks. 
Quantitative data is collected thanks to structured questionnaires, filled in by KM 

managers (where possible), organizational and/or IT managers. Questionnaires are 
divided into two parts. The first one regards the bank's description; the second part 
concerns more specifically the current situation of learning practices, which are 
studied both from the organizational and technological point of view (practices and 
tools which support learning processes). People who were interviewed through 
questionnaires could answer the statements by choosing from a range between 1 and 
7 (the answer is based on the Likert scale). The sample is classified using a cluster 
method. For each cluster a certain number of correlations are included, in order to 
understand the distinctiveness of each group. 6 interviews were also carried out (a 
couple for each size). They allow us to collect qualitative data in order to understand 
better the reasons for implementing some choices instead of others and extract tacit 
information and knowledge on the firm's processes of learning. 

Data collection starts in November 2003 and finishes in July 2004. 

4 Findings and Discussion 

4.1 Clustering the Sample's Relations and Activities 

The initial classification of the sample, based on Blackler and McDonald's study, is 
conducted by investigating those variables proposed in paragraph 2.1 through cluster 
analysis. In particular, to find out whether a bank has more established than emergent 
activities, the degree of formalization and automation is considered for each activity 
(payments, risk management and auditing, marketing etc.) and their means are 
calculated for each bank. The institution is characterized for established activities if 
the means of formalization and automation are, at the same time, greater than 4 (on a 
1 to 7 scale). The same statistical analysis is conducted as regards the relationship 
variable, evaluating the average of the three variables proposed in the theoretical 
framework: the moments of collaboration, informal coordination and presence of 
incentives to the creation of informal teams. 

In figure 3 cluster analysis output is presented, showing the number of banks 
which belong to each cluster. The results show that the majority of the banks have 
more established than emergent relationships and activities. Indeed, the banking 
industry has always been known for its high level of control, rigid procedures, 
formalized processes and hierarchical structure. This is due to the kind of activity it 
carries out: banks are risk adverse. Consequently, they strictly follow the rules. Over 
the last years there have been very few examples of investments made towards the 
creation of informal teams or communities in order to promote creativity, learning 
and knowledge exchange and when they can be found they only concern specific 
projects, such as Basel 2. 
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Table 1. Cluster analysis results 

Relationship 
Emergent 

Established 

12 (cluster 4) 

18 (clusters) 

Established 

6 (cluster 2) 

18 (cluster 1) 

Emergent 

Activity 

At this point, a list of variables is considered through correlation analysis and the 
statistical significance is illustrated for each one of them (Table 2). The aim is to find 
out if they are relevant in order to explain differences in the way the four clusters go 
through the learning process, considering the organization's general approach 
towards information and knowledge management. 

Table 2. Variable statistical significance 

Variable 
Dimensional class 

Current situation of knowledge management systems 
Hierarchical level of knowledge management systems implementation 

Employment and dismissal rates 
Job rotation 

Responsible or sponsor of learning projects 
Use of technological tools 

Use of virtual spaces to support long distance learning and knowledge 
sharing 

Incentives to knowledge sharing and learning practices 
Kind of decisions supported by learning practices and knowledge 

management systems 

P 
>0.05 
<0.01 
<0.01 
>0.05 
>0.05 
<0.01 
<0.001 

<0.001 

<0.01 

<0.00I 

Significance 
Low 

Medium 
Medium 

No 
No 

Medium 
High 

High 

Medium 

High 

The dimension variable does not explain the variability between clusters. 
Anyway, while cluster 1 is mainly composed of large banks, clusters 2, 3 and 4 are 
made up of, respectively, small-medium, small and medium-sized banks. Generally, 
all these clusters consider learning practices important in order to maintain a 
competitive advantage. There is a divergence, however, in the way they promote 
them and some variables do not explain the clusters' differences in learning 
practices, such as employment and dismissal rates. What makes the difference 
between clusters is the dissimilarity in tools that emergent and established activities 
use to promote learning. While banks with prevalent emergent activities are based on 
both paper and electronic communication, established ones communicate mainly by 
electronic means. This evidence can be explained in terms of knowledge 
formalization and the use of it to promote learning practices at a distance too. 
Knowledge of consolidated activity is made explicit and formalized, while -
regarding emergent activities - new concepts are continually in evolution. These are 
not strongly formalized and distributed through electronic tools yet. The low 
importance placed on electronic tools is explained also by the significance of 
knowledge management. In cluster 2 great importance is given to opportunity for 
collaboration, while investments in technology are not high. This can be explained 
looking at the main cluster's characteristics, which is characterized by emergent 
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relationships between groups and emergent activities. The main focus is on the 
people variable, in order to promote innovation. Investments cannot be high because 
of the predominantly small size of the banks which are involved. In cluster 1, 
processes and technology are both considered equally important. These mainly large 
banks formalize knowledge and distribute it using technology. Investments in IT are 
consistent because of the size - these banks can afford them and also permit a higher 
level of communication and reduce bureaucracy-connected risks. This also regards 
cluster 4, characterized by banks which are not small. Finally, banks in cluster 3 give 
importance to people working together to promote organizational learning, but also 
to processes, while IT investments are not high because of the small size. Also while 
clusters characterized by established activities give importance to learning practices 
at business unit and top management level, cluster 2 focuses mainly on business unit 
level. Cluster 4 is the only one which implements a learning culture also at branch 
level, even if these banks place moderate importance on learning as a tool of 
innovation. This cluster differs also because of the kind of decisions the learning 
cycle supports. While in clusters 1, 3 and 4 the learning process supports daily and 
operational decisions, in cluster 2 it also supports the strategic ones. As concerns the 
presence of a learning project sponsor, the difference between clusters mainly 
depends on the way banks interpret the learning process and what they focus on. 
Only in cluster 3 this responsibility is given to the human resources managers, since 
these banks interpret the learning approach as the management of people. Generally, 
in all clusters the persons responsible and sponsor for learning projects are the CIO 
(especially in cluster 4), CEO or heads of departments. The main reasons for 
spreading organizational learning practices between members differ depending on 
the aim of learning. In clusters with established activities, the aims of a learning 
approach are the efficiency and effectiveness of process management, better 
formalized knowledge, competence sharing and a better process of communication. 
On the other hand, clusters characterized by emergent activities implement learning 
practices firstly, in order to introduce some innovation, and secondly to improve 
communication between members or groups and efficiency in process management. 
Cluster 2 shows an interest in reducing the time taken to reach the market, supported 
by flexible organizational learning. 

In order to support an effective approach toward learning, management 
commitment seems to be the most common incentive between clusters. Banks, 
generally, do not adopt strategies such as bonuses, benefits, or career improvements. 
What is evident is a lack in promoting formal learning. Porter and Lawler's [32] 
theory of motivation suggests the mixing of different incentives, to promote learning 
in a better way by aligning the individual and organizational interests. As regards the 
use of technological tools, clusters with emergent relationships are based on 
collaboration tools. Generally, all clusters present repositories on the web (usually 
intranet and portals) to spread knowledge. E-mails and videoconferences are the 
most widespread mechanisms of learning, while it is not the same as regards 
brainstorming and forums. 

The empirical study also shows whether there are obstacles in the learning 
practices. In cluster 1, there is the perception that learning is a waste of time and 
useless. In many cases personal knowledge is considered as a source of power [33], 
useful mainly to build up one's personal career. In cluster 2, which has a more 
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innovative approach towards learning, the main obstacle is the kind of relationships 
that exists between members. Even if these banks are characterized by emergent 
relationships, the ones which already exist are not flexible enough. This depends on 
the way of conducting banking activities, which do not require a highly flexible 
relationship between members. Cluster 3 complains that there is poor competence in 
the use of technological tools, but also considers learning - as cluster 1 does - a 
waste of time. Cluster 4 criticizes lack of skills to support the learning cycle. 

4.2 The Main Approaches towards Organizational Learning 

Considering the determinants of learning proposed for each cluster, this paper takes 4 
main approaches towards learning inside the banking industry, which differ from 
each other in the way activities and relations are managed, but also for the current 
situation of knowledge management tools to support it. The differences between 
approaches are presented in table 3 and discussed. 

Cluster 1 adopts what here is called informal learning. This cluster is 
characterized by mainly large banks. The most important aim seems to be the 
management of bureaucracy in order to drive the organization towards flexibility. 
The main obstacle is the evidence that people do not want to share their knowledge. 
There is also evidence that people are poorly managed: few incentives are present 
and the culture is still too bureaucratic; this may be because of the large size. The 
focus is on processes and large investments are made in technology. On the other 
hand, cluster 4 promotes a learning approach based on the creation of new 
relationships. Activities are consolidated and well formalized, which means that 
knowledge is made explicit. The focus is on competence sharing and communication 
through technological tools, such as collaboration tools. A big obstacle, however, is 
present, which is the lack of support in order to promote learning. Cluster 3 is 
characterized by a focus on coordination, which seems to be achieved perhaps 
because of the fact that the banks are not large. The main limitation is the particular 
attention this cluster pays to established relationships, while an innovative approach 
should also promote new ones. Because of the poor investments made in IT and the 
lack of IT competence, the learning process is found mainly in skill sharing and 
communication. Virtual learning techniques are not so widespread. Finally cluster 2 
is considered the most innovative one as regards learning practices; it still involves a 
minority of the analyzed sample. The main aim consists of reducing the time it takes 
to reach the market, which can be achieved only if activities are carried out in a 
flexible way. New relations and activities are always created or modified to allow for 
the alignment with changes. To do so, opportunities for collaboration are created to 
promote the sharing of ideas between members and groups, also using technological 
tools such as collaboration tools. But obstacles are also present. Banks have to focus 
on the kind of relationships that exist between members, which in the banking 
industry have always been characterized by rigidity. A change in this is underway. 
The commitment appears to be intense. It promotes a learning culture which is 
essential in order to have innovation. 
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Table 3. Main differences between clusters 

! 

t 

1 

12 banks (cluster 4) 
Medium sized banks 

High percentage of formalization of activities 
Positive attitude towards making knowledge 

explicit 
and competence sharing 

Communication promotion 
High use of technological tools to support 

collaboration and learning 
Lack of support (people with the right skills) 

to promote learning 

Promoting new relations 

to change the organizational knowledge base 

18 banks (cluster 3) 
Medium sized banks 

Focus on coordination 
Little investment in technology 

Physical and not virtual knowledge-sharing 
and organizational learning 

u. 
Consolidation of the existing knowledge 

base 

Established activity 

6 banks (cluster 2) 
Small/medium sized banks 

Focus on time to market, supported by rapid 
learning approaches and knowledge sharing 

Creation of collaboration opportunities 
High investments in technology 

Management commitment to support learning 

Learning for innovation 

18 banks (cluster 1) 
Large sized banks 

Management of bureaucracy 
Bureaucratic cultiu-e 

Few incentives towards knowledge-sharing 
and learning practices 

Focus on processes and technology 

ja 
Learning through informal activities, 

Emergent activity 

If the number of banks in each cluster is considered, the evidence is that there are 
still too many organizations characterized by a bureaucratic approach in the way they 
manage business. In order to promote more flexibility in learning, and so move 
toward cluster 2, banks need to consider all the other clusters' approaches. 
Innovative learning needs to consolidate the existent knowledge to create a new one 
(cluster 3). But this is only possible by promoting new relationships between 
employees (cluster 4) and also focusing on informality of action, to reduce the 
bureaucracy-connected risks (cluster 1). The banking industry is expected to become 
more flexible, to favor the exchange of knowledge between members and groups, 
and to increment learning practices. This is possible by acting on culture, trying to 
reduce the "not invented here" syndrome, which represents a big barrier to the 
diffusion of collective learning practices. As Shein [34] says, emergent learning 
strongly depends on the historical context, on the organization's culture and beliefs. 
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5 Conclusion and Future Research 

As concerns the determinants for organizational learning, the paper has shown those 
variables which differ between banks, depending on the specific attitude toward 
information and laiowledge management they develop. In particular, the main 
differences refer to the following variables: the presence of technological tools which 
support knowledge management, the culture, incentives used toward knowledge 
sharing and individual learning, informal cooperation, opportunities for 
collaboration, the presence of virtual areas for long distance learning and the kind of 
hierarchical decisions the organizational learning approach supports. As regards the 
second question under research, the hierarchical organization's move towards 
innovation through the learning attitude consists of a couple of steps. The first one is 
the need to promote new relationships between members or groups in order to 
change the organizational knowledge base. In this way a flexible approach is 
adopted, which allows the organization to give importance to new ideas, to anticipate 
external changes and adapt to environmental instability. On the other hand is the 
need to promote new activities. This paper underlines the importance of an initial 
informality in the way new activities are approached. In fact, a reduction in the 
formalization of activities allows the organization to reduce bureaucracy and acquire 
some degree of flexibility, which is the starting point for innovation purposes. 

Some of the limitations in the research must be mentioned. The paper's 
theoretical framework has been useful in order to classify the sample of banks using 
the cluster analysis. The main limitation refers to the variables choice. Certain 
indicators have been used, while others have been rejected because of the 
impossibility to analyze all of them at the same time. 

Finally, this paper proposes a particular theoretical framework in order to 
connect knowledge management and learning methodologies, but it focuses on a 
particular industry, which is characterized by its high level of rigidity. This is the 
reason for suggesting a further analysis and comparison of these results with those 
conducted on learning practices in other industries. The expectation would be to 
discover, for example, a different way of learning which is widespread, for example, 
in hi-tech industries. In fact, their reason for being is based on knowledge sharing 
practices and learning practices. It would be interesting to analyze whether the 
banking industry can reach the degree of flexibility that characterizes other 
industries. 

References 

1. H. A. Simon, Administrative behaviour (The Free Press, New York, 1976). 
2. C. Argyris, Action science and organizational learning, Journal of Managerial 
Psychology 10(6), 20-26 (1995). 
3. E. H. Schein, How can organizations learn faster? The challenge of entering the 
green room, Sloan Management Review 34, 85-92 (1993). 



Promoting Learning Practices: Moving Towards Innovation 163 

4. P. M. Senge, The fifth discipline: the art and practice of the learning organization 
(Currency Doubleday, New York, 1990). 
5. C. M. Fiol, M. A. Lyles, Organizational learning, Academy of Management 
Review 10(4), 803-813 (1985). 
6. G. Lanzara, Le mappe cognitive degli attori organizzativi, Rivista Trimestrale di 
Scienza dell'Amministrazione 4, (1990). 
7. M. Easterby-Smith, M. Crossan, D. Nicolini, Organizational learning: debates 
past, present and future. Journal of Management Studies 6(37), 783-796 (2000). 
8. K.E Watkins, V.J. Marsick, Sculpting the learning organization: lessons in the art 
and science of systemic change (Jossey-Bass, San Francisco, 1993). 
9. M. Glynn, F. Milliken, T. Lant, in: Advances in managerial cognition and 
organizational infonnation processing, edited by C. Stubbart et al. (CT: JAI Press, 
Greenwich, 1994), pp. 48-83. 
10. C. Argyris, D. Shon, Organizational learning: a theory of action perspective 
(Reading, MA: Addison-Wesley, 1978). 
11. R. Lipshitz, M. Popper, S. Oz, Building learning organizations: the design and 
implementation of organizational learning mechanisms, Journal of Applied 
Behavioral Science 32, 292-305 (1996). 
12. I. Nonaka, H. Tacheuki, The knowledge creating company (Oxford University 
Press, New York, 1995). 
13. F. Blackler, S. McDonald, Power, mastery and organizational learning, Journal 
of Management Studies il {6), 833-851 (2000). 
14. M. Cohen, L. Sproull, Organizational learning (Sage, London, 1996). 
15. M. W. Jr. McCall, in: Perspectives on behaviour in organizations, edited by J. R. 
Heckman et al. (McGraw Hill, New York, 1977), pp. 375-386. 
16. Y. Engestrom, R. Engestrom, T. Vahaaho, in: Activity theory and social practice: 
cultural-historical approaches, edited by S. Chaiklin et al. (Aarhus University Press, 
Aarhus, 1999), pp. 342-367. 
17. A. Raeithel, in: Cognition and communication at work, edited by Y. Engestrom 
at al. (Cambridge University Press, Cambridge, 1996), pp. 319-339. 
18. E. Wenger, W. Snyder, Communities of practice: the organizational frontier. 
Harvard Business Review 78(1), 139-145 (2000). 
19. G. Pautzke, Die evolution der organisatorischen Wissensbasis (Herrsching: B. 
Kirsch, Munchen, 1989). 
20. R. Duncan, A. Weiss in: Research in organizational behaviour, edited by L. 
Cummings and B. Staw (JAI Press, Greenwich, 1979), pp. 75-123. 
21. J. Nahapiet, S. Goshal, Social capital, intellectual capital and the organizational 
advantage, Academy of Management Review 23, 242-266 (1998). 
22. J. Virkkunen, K. Kuutti, Understanding organizational learning by focusing on 
activity systems. Accounting Management and Information Technologies 10, 291-
319(2000). 
23. G. Von Krogh, K. Ichijo and I. Nonaka, Enabling Knowledge Creation (Oxford 
University Press, Oxford, 2001). 
24. B. Latour, S. Woolgar, Laboratory Life: The Construction of Scientific Facts 
(Thousand Oaks: CA: SAGE, 1979). 
25.1. Nonaka, A dynamic theory of organizational knowledge creation. Organization 
5c/e«ce 5(1), 14-37(1994). 
26. B. Kogut, U. Zander, Knowledge of the firm, combinative capabilities and the 
replication of technology, Organizational Science 3, 383-397 (1992). 



164 Chiara Frigeriol, Federico Rajolal and Alessia Santuccio2 

27. R. M. Grant, Prospering in dynamically competitive environment: organizational 
capabilities as knowledge integration, Organization Science 7(4), 375-387 (1996). 
28. J. Swan, H. Scarbrough, M. Robertson, The construction of communities of 
practice in the management of innovation, Management Learning 33, 477-496 
(2003). 
29. P. H. Gray, The effects of knowledge management systems on emergent teams: 
towards a research model. Journal of Strategic Information Systems 9, 175-191 
(2000). 
30. U. Borghoff, R. Pareschi, Information Technology for knowledge management 
(Springer-Verlag, New York, 1998). 
31. R. L. Ruggles, Knowledge management tools, (Butterworth-Heiniemann, Boston, 
1997). 
32. L. Porter, E. Lawler, Managerial attitude and performance (Homewood, Illinois, 
1968). 
33. W. C. Kim, R. Mauborgne, Fair process: managing in the knowledge economy, 
Harvard Business Review 7/8, 65-75 (1997). 
34. E. Shein, Organizational culture and leadership (Jossey-Bass, San Francisco, 
1992). 



1.5 Million Years of Information Systems: 
From Hunters-Gatherers to the Domestication of the 

Networked Computer 

Ellen Christiaanse 
ESADE Business School, Universitat Ramon Llull & Universiteit van Amsterdam 

Business School, Avenida Pedralbes 60, Barcelona, Spain 

"The comparative evolutionary success of humans by developing their 
specific individual, social and ecological regimes, their cultures, is ultimately 
grounded in the increasing capacity to communicate with one another. This 
has allowed us to coordinate our ideas and behaviour on a greater scale and 
in more effective ways than any other species known to have lived on this 
planet" (Spier 1996, p.35) 

Abstract This paper develops the argument that information systems have not 
only existed for the last 50 years (as most accounts of ICT argue) or since the 
1700 century (as some more accurate readings would propose), but they are 
indeed as old as mankind. It provides a historical account of how information 
and communication systems have greatly interacted with some major 
transformations in human society, in addition to demonstrating the 
implications of the most recent changes in the last 10 years wath the Internet. It 
builds on literature which distinguishes 3 major phases in the history of 
mankind and provides accounts of the role of information and communication 
systems in each of these phases. The main argument is that the "domestication 
of information systems" is better understood when previous regime 
transformations and their djTiamics are taken into account and investigated. 
Implications of these developments in relation to innovation and learning are 
provided. 

1. Introduction 

Information and Communication systems, their design and use and the role of 
information have been studied by biologists, economists, ecologists, linguistics and 
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historians to explain human and animal behaviour. Nothing would work in the 
absence of information [1]. Hauser argues that basically 3 reasons underlie all 
communication among animals: 1) mating, 2) socialization and 3) survival. Whereas 
we humans have developed more or less sophisticated and increasingly electronic 
means for these 3 basic reasons, animals have not been as creative. The last decade it 
was claimed that we humans are going through a communication revolution or that 
we are entering an Information age [2,3]. However, we argue that our information 
age is not the first information age in history. Humans have always needed and 
communicated information and the field of information systems did not start in 1976 
as the IFIP call for papers might suggest. For all organisms, including humans, 
communication and information systems provide a vehicle for conveying 
information and for expressing to others what has been perceived [4]. We argue with 
Headrick [4] that the information age has no beginning, for it is as old as mankind. 
We live in such an age but it is certainly not the first information age nor is the PC 
the first information system we have built. 

This paper intends to deliberately take a broad perspective and investigate the role 
of information and communication systems and their impact on humans and the 
societies they live in. It is our objective in this paper to give a historical account of 
how information and communication systems have greatly interacted with some 
major transformations in human society. A second objective is to show the 
implications of the most recent changes in the last 10 years with the Internet. 

This paper is organized as follows: the next sections will first discuss the role of 
information systems in regime transformations. To introduce the concept of regimes 
and their role in human history we need to introduce the construct by which Spier [5] 
has conceptualized the structure of human ecology. In a subsequent section we argue 
that a fourth regime transformation can be distinguished, related to the 
"domestication of information systems " which is better understood when previous 
regime transformations and their dynamics are considered and investigated. We 
argue that each of the previous regime transformations have had information and 
communication systems implications. We will discuss each of these periods from a 
multi-disciplinary perspective. Although not discussed explicitly by many world 
historians, they each implicitly refer to the communication and information systems' 
implications of their findings. The objective of this section is to make these 
arguments more explicit and analyze them profoundly. The final section of this paper 
discusses the implications of the patterns associated with communication and 
information systems and will shed new light on understanding of the role of 
communication and information systems in the past and future. 

2. Information and Communication Systems In History 

We believe no profound understanding of the impact of information and 
communication systems can be obtained when limiting our study to the last 20-30 
years, the years of the "invention" and proliferation of the computer and the Internet. 
It is our firm belief that the rise of the network society [3], the information society 
[2,6], the information age [7] has firm roots in previous ages. Sociologists and 
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historians as well as information systems researchers have traced the roots of oxir 
present information age. However most of these accounts go back to, at most the 
industrial revolution [2,8]. 

A notable exception is a book by the historian Headrick who claims that in the 
age of reason (1700-1850) information systems of all kinds were flourishing. He 
makes the important distinction between the use of the specific technology and the 
information systems applying that technology. The purpose of his book is to argue 
that the current information revolution is a result of a cultural Change that began 
roughly three centuries ago, a change as important as the political and industrial 
revolutions for which the 18* and 19* centuries are so well known. Increasing 
interest in information of all sorts, led to information systems, which are the basis for 
today's information age. Systems of nomenclature, classification (plants and 
chemicals) measurement and the visual display of information (graphs, maps) are 
examples of information systems provided by Headrick. He argues that "Most 
historians attributed great significance to certain machines: the printing press, 
telegraph, the computer, but between the printing revolution and the 19* century lies 
a period that was less significant for its information handling machines but just as 
fertile in new information systems" '. To my knowledge he is one of the few writers 
that go back to the seventeen hundreds for the origins of our information age. Most 
authors stop at the industrial revolution when looking at factors to explain or predict 
the changes that are occurring in our present day societies and organization of 
economic activities. 

We argue that the way societies and groups of people have organized themselves 
has always been closely related to the way they communicated and transmitted and 
gathered information. This argument however has been made before and is not new. 
The fundamental questions of why people have organized themselves in specific 
network configurations and how communication infrastructures and information 
ecologies have evolved and adapted or driven certain configurations, remain 
underdeveloped. Access to resources such as food and shelter were often the driving 
force behind settlements and the development of groups and nations [9] but the 
access and specific role of information and communication systems has not received 
sufficient multi-disciplinary attention. 

3. Structuration using the Notion of Regimes 

To provide an historical account of how information and communication systems 
have greatly interacted with some major transformations in human society we base 
our arguments on the concept of "regime transformations" developed by Spier [5]. 
When introducing the term regime, an important issue to address first is that Spier's 
timescale is slightly larger than we as information system scientists are used to, in 

1 We follow Headrick's views of information systems as being much broader than communication systems. Communication systems in his view are systems like 

tetegraphic and postal systems while information systems are systems that organize, transform, display, store or communicate information. In his view 

communication systems are a subset of information systems ([4]p. 181) 
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our very young field of barely 30 years or 2-3 generations of researchers^ As is 
common among world historians [5,9-12] phenomena are viewed from the origins of 
mankind or often even on cosmic scales. As a result, even the inhabitants of 
(post)modem societies by and large have the physiological make-up of gatherers and 
hunters." 

The word "regime" comes from the Latin "regimen", which means both 
"guidance" and "rule". Spier [5] prefers the word 'regime' to terms such as system, 
order, pattern, constellation, configuration, field, etc. since in his eyes 'regime' is the 
only term that can be utilized without hindrance, as he sees regimes as structuring 
elements for all cosmic, planetary and human history. I will use the term regime in 
line with Spier's definition and "a more or less regular but ultimately unstable 
pattern that has a certain temporal permanence" p. 14. Spier's main argument is that 
the history of humanity can be structured referring to the three great ecological 
regime transformations which have taken place so far: 

1) the domestication of fire (1.5 million years ago), 
2) the domestication of plants and animals (8000-10000 years ago) and 
3) the industrialization on the basis of engines driven by inanimate energy 
(late 1700 s). 

While information systems researchers hardly ever go back more than 40 years, 
sociologists investigating the information society usually go back to the origins of 
the transformation of the agrarian into the industrial age. Only very few historians 
go back more than 200-300 years in their analysis to understand information and 
communication systems. As a result communication science as a field often starts 
with the invention of technologies like the telegraph, radio and TV . Not much truly 
multidisciplinary research has been done on the topic. An exception being a recent 
integrative work by Hauser discussing the evolution of communication from a multi-
disciplinary perspective (biology, linguistics, cognitive psychology) which does go 
back to the origins of communication among living species but as a biologist, he 
spends more time in his book on communication among other animals than primates. 

The domestication of fire, animals and plants has interacted with and affected the 
way the human web has organized itself but has never influenced mankind as 
profoundly as the impact that new forms of ubiquitous computing and the 
domestication of information and communication systems have had. We argue that 
the roots of the domestication of information and communication systems are in the 
previous regime transformations and that a profound understanding of their impact 
can only be achieved by analyzing what these changes were and why some of these 
changes took place in certain societies but not in others. Each of these regime 
transformations had a significant impact on the way humans interacted and lived 
together. We will briefly discuss Spier's regimes in turn. We argue that there has 
been an information and communication regime playing a role in mankind in each of 
these periods. In the discussion below of the regime transformations and their drivers 
and interaction, we will complement Spier's arguments where possible with those of 
other authors with information and communication systems implications. 

2 On February 13th 20O5 the question : How old h the field of Information Systems? was put on ISWorld asl(ing whether the field started with the fit^t cour« in IS, its 

first PhD student graduated or its fir^t significant journal publieation. 
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3.1 The First Great Ecological Regime Transformation: The Domestication of 

Fire 

Spier bases his description of his first regime transformation on the argument that 
the possession of fire control may have been of decisive importance in an elimination 
contest that would have taken place both within and among the various hominid 
subgroups, as a result of which only the fire-possessing victors survived [5, p. 46]. 
Control of fire indeed became so valuable that only those groups that learned the full 
spectrum of fire's uses survived [11]. The human fire regime had further 
consequences on an ecological, social and communicative level. Spier argues that 
while people tended to flee rather that fight, [5, p. 51] people steered away fi-om 
social conflicts as long as there was enough free land available. 

Information and Communication Systems during the first regime 
transformation 
During the gatherer -hunter social regime, technical skills appear to have developed 
slowly. The same seems to apply to social organization. For a long time, humanity 
formed one single, very loosely connected network which shared many 
characteristics and exhibited only limited local variations [11]. In comparison with 
later periods, communication in the form of messages and material exchanges 
progressed slowly, while local cultural developments followed suit. Consequently, 
inventions could easily spread everjrwhere before any group developed a decisive 
cultural advantage [5, p.50]. Symbolic meanings, capable both of exceedingly rapid 
evolution and also of coordinating the behaviour of infinite numbers of individuals 
[11], have coordinated actions of humans over the last thousands of years. Language 
and dance and ritual were important breakthroughs that allowed humans with these 
new kinds of communication, to form larger and larger yet still cohesive and 
coordinated groups. Not much is known about how a " perpetual web of social 
interactions within small bands of humans permitted and rewarded incremental 
improvements in the speed, scope and accuracy of communication [11]. 

3.2 The Second Great Ecological Regime Transformation: The 
Transformation to an Agrarian Regime. 

The domestication' of plants and animals around 8000-10000 years ago had 
significant implications on the ways in which humans organized themselves. Why 
did the same crop have to be domesticated in several different parts of the world and 
why are there such huge differences in the spread of crops between continents? 
Diamond's "tilted axis theory" [9] links the spread of food production techniques to 
the diffusion of other technologies and inventions. He argues that through indirect 
links of food production systems and their consequences with other innovations like 
wheels and writing which were used to facilitate the transportation of food and its 
administration (goods inventories, record keeping) [9] certain innovations were 

3 Spier defines domestication as " human efforts to actively influence the reproductive chances of other species'* In English it refers to both home and country. 
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communicated and spread around the world in distinct patterns related to the 
efficiency of the communication systems used. 

The evolving agrarian social regime was very different from the hunters and 
gatherers [11]: "Since the early plant cultivators became tied to the land they had 
come to depend on, they also became more tightly bound to one another, processes 
of social differentiation accelerated. This had consequences for the social structures 
of these people. In addition the way they gathered information and communicated 
changed significantly. The first human webs of our distant ancestors were formed 
through the rise of speech, migration, and primitive agricultural groupings. The 
development of settled farming injected new kinds of information into the human 
web. Apprentice farmers exchanged and communicated skills, knowledge and 
breeding stock with their neighbouring communities". 

Information and Communication Systems during the second regime 
transformation 

Spier argues that "the effort to reign over the forces of fire may have stimulated the 
need for more intense social interaction, and thus contributed to a growing ability to 
communicate and think in abstract terms" [5, p. 49]. Sedentary agriculture lead to 
complex societies and more advanced communication and information systems. 
People designed more complex information systems and communicated more 
intensively through ever expanding human webs [11], resulting in a need for more 
advanced communication and information systems. He concludes that: "much later, 
the agrarian regime would prove to be a major precondition for the industrialization 
of society, likewise the fire regime was a necessary precondition for the agrarian 
regime. It was hard to imagine that any sedentary agrarian life would have been 
possible for long without control over fire of various kinds". Information and 
communicafion systems are interactive and need to be supported by the societies and 
the environment in which they have been adopted by or invented. 

The effect of information and communication networks is defined by the volume 
and variety of the information being pooled and the efficiency and speed at which 
information is shared [10]. The size of the information network or the number of 
communities and individuals that can share information has changed significantly 
since humans were gatherers and hunters. In any given network the number of links 
between nodes (n) is n x ( n-1) 12. "The number of possible connections (and 
thereby the potential information synergy of the entire network) increases faster than 
the number of nodes and the difference between the two rates, increases as the 
number of nodes increases [10,11]. Increased population density tends to stimulate 
innovation and as networks expand in size, their potential intellectual synergy 
increases much faster: larger and denser populations equal faster technological 
advance [12]. In our view the effects of the internet are interesting in this regard as 
the internet obviously does not affect population density but it does increase the 
number of possible connections. An important question is whether this will trigger a 
period of significant increase of information sharing and innovation and thus change 
the knowledge ecology of the inhabitants of this globe. 
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According to [10]: "the variety of the information being pooled may be as 
important as the sheer volume. Neighbouring communities living similar lifestyles 
maybe able to help each other to finetune technologies and skills but they are 
unlikely to introduce radically new ideas. Fundamentally new forms of information 
are likely to be shared only where two communities living different lifestyles come 
into significant contact. Indeed when dissimilar groups belong to the same 
information networks we are most likely to find processes of collective learning 
leading to significant changes in technologies and lifestyles. It is important to 
describe the size and variety of information networks - the regions over which 
information can be exchanged. " p. 183 

3.3 The Third Great Ecological Regime Transformation: The Transition 
Towards An Industrial Regime 

The Industrial Revolution may be defined as the application of power-driven 
machinery to manufacturing. "The third large ecological regime transformation, 
industrialization on the basis of the large-scale use of engines driven by fossil fuels, 
lay at the root of this remarkable discontinuity. Because it happened so very recently 
and left such a great many traces, the emergence of the industrialization process is 
known with a precision unattainable for the preceding two great ecological regime 
transformations. On an ever growing scale and at an ever increasing rate the world 
was turned into a provider of natural resources for industry and into a market for its 
products" Spier [5]. In other words, social regime development stimulated 
improvements of the human ecological regime [5, p.37-38]. 

Information and Communication Systems during the third regime 
transformation 
Improvements in infrastructure (transportation, communication technologies) in the 
late 1800s led to massive vertical integration because allocation of resources within 
the firm became cheaper than the cost of using the market. The way the telegraph 
and telephone contributed as communication systems to support the industrialization 
of societies has been very significant* [2]. The rapidly growing and intensifying 
means of long-distance communication would not have been possible either without 
an economy increasingly based on inanimate fuels: " The coupling of ever refined 
techniques of information processing to machines driven by inanimate fuels can be 
related to the rapidly growing and intensifying communication networks of various 
kinds. [5, p. 78] 

Diamond [9] relates the development of certain technologies to the way societies 
organized themselves and communities communicated: " No hunter-gatherer society 
ever developed states, writing, metal technology, or standing armies. Those 
developments depended on food production (agriculture and herding), which arose 

4 Inleresting in this regard is tile argumenl by [8] that we have faced severai controi crises in periods were communication systems could not keep up with the speed of 

for example transportation or complex energy generating systems. He provides examples of train collusions due to the fact that the scheduling and location 

information was exchanged slower than the speed by which the trains truveled leading to significant numbers of accidents in the late 1800s. 



172 Ellen Christiaanse 

independently in different parts of Eurasia by 8000 BC. The resulting dense 
populations, food storage, social stratification, and political centralization led in 
Eurasia to chiefdoms (5500 BC), metal tools (4000 BC), states (3700 BC), and 
writing (3200 BC). Multiplied over succeeding millennia, that huge head start let 
Eurasians eventually to sail and conquer peoples of other continents." 

The development of communication systems and information systems in all 
periods discussed above is heavily related to the way humans organized themselves. 
An important tool humans have to alter their environment has always been 
innovations in technology and so to coordinate their actions collectively they have 
always used communication and information systems. In summary, the 
industrialization of society could not have taken place without a long history of 
specific political, economic, socio-cultural, technical and scientific developments, 
most notably the first and second great ecological regime transformations as well as 
some of the social regime transformations associated with them, such as the 
formation of a regime of competing states and the associated drive for economic and 
military inventions. Like the domestication of plants and animals and, undoubtedly, 
gathering and hunting, too, industrialization is an ongoing process. 

3.4 The Fourth Regime Transformation: The Domestication of the Computer 

Humans had designed increasingly complex production, transportation and other 
systems in the industrial revolution that required increasingly more computation and 
calculation. As a result various attempts to build calculating machines had been 
done mechanically (Babbage's Engines) and later electrically (punch card machines 
and the Mark 1). However, we start our 4th regime transformation from the moment 
that these calculating machines became available to individuals with microprocessors 
that contained memory, logic, and control circuits , an entire CPU on a single chip 
and allowed for home-use personal computers or PCs, like the Apple (II in 1977 and 
Mac in 1984) and IBM PC in 1981. Fourth generation language software products 
like Lotus 1-2-3, dBase, Microsoft Word, and many others and Graphical User 
Interfaces (GUI) for PCs arrived in the early 1980s with the clunky MS Windows 
debuting in 1983. Windows would not take off until version 3 was released in 1990. 
We refer to this period in the 1980s as the domestication of the computer, when PC's 
started to enter the home and workplaces of ordinary citizens. Once these PC's were 
networked a real communication transformation began. Kelly writing about 10 years 
of the Internet marvels: " In the years roughly coincidental with the Netscape IPO, 
humans began animating inert objects with tiny slivers of intelligence, connecting 
them into a global field, and linking their own minds into a single thing. This will be 
recognized as the largest, most complex, and most surprising event on the planet. 
Weaving nerves out of glass and radio waves, our species began wiring up all 
regions, all processes, all facts and notions into a grand network. From this 
embryonic neural net was bom a collaborative interface for our civilization, a 
sensing, cognitive device with power that exceeded any previous invention. The 
Machine provided a new way of thinking (perfect search, total recall) and a new 
mind for an old species. It was the Beginning." 
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As we have seen above in all periods, the transmission and exchange of 
information about technological innovations and thus for the survival of groups was 
crucial. Innovations like fire control, hunting techniques, food production systems 
but also of guns, germs and steel spread around the world in distinctive patterns 
interacting with the social structures of their societies. Some innovations were slow 
(the wheel), some fast (the steam engine) depending on the communication systems 
in place at the time and in the society of the invention. The spread of innovations 
was always tightly linked to the communication and information systems available to 
distribute and share the new knowledge obtained [9,10]. The new wired information 
and communication we humans have had access to over the last 10 years obviously 
surpasses any communication system we have had before: "With a significant 
number of people connected, the scope of the Web today is hard to fathom. The total 
number of Web pages, including those that are dynamically created upon request and 
document files available through links, exceeds 600 billion. That's 100 pages per 
person alive. How could we create so much, so fast, so well? In fewer than 4,000 
days, we have encoded half a trillion versions of our collective story and put them in 
front of 1 billion people, or one-sixth of the world's population. That remarkable 
achievement was not in anyone's 10-year plan." 

This information and communication system brought great changes in the 
organization, transmission, display, storage and communication of information. 
Making instant sharing with unlimited numbers of people possible, this technology 
provides us with the opportunity to have access to anything that has ever been 
written, designed, sung, drawn or painted and instantly share it and build upon it. 
The world wide web has only been around for ten years but has allowed the human 
web to expand, interact and communicate more intensively and with more impact on 
societies then any period before. The domestication of the networked pc is our latest 
transformation which only really started 10 years ago (on the cosmic scales of world 
historians an invisible dot). 

4. Conclusions and Suggestions for Further Research 

Up to 500 years ago three different world zones were moving through similar 
trajectories at different speeds governed by different synergies of informational 
exchange [10]. I argue that only during the last 500 years have we slowly moved to a 
single global system of information exchange with collective learning at the human 
species level. The exact implications of collective learning through the ever more 
dense global communication since the internet, will remain unknown for a while, but 
other periods of intense communication (e.g. 18* century) led to quick transmission 
of innovations across cultures. With significantly increased volume and variety of 
the information being pooled and increased efficiency and speed at which 
information is shared, in the last 10 years since the world started to communicate 
through hypertext, I expect to see major implications for collective learning and 
collective knowledge exchange. While one of the central problems of all individuals 
of any species is finding food whilst avoiding becoming food [11], ecology is 
concerned with the relations between organisms and their environment and the 
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survival mechanisms that species adopted. Information and communication systems 
have been key to the survival of the human species and to the supremacy of one 
group over another in our history. As discussed earlier, Christian [10] is very 
explicit about the role of information and communication for innovation. He argues 
for the general principle that the size, diversity, and efficiency of information 
networks should be an important large-scale determinant of rates of ecological 
innovation (p. 184). Examining the size and variety of information networks in 
different parts in the world, together with the varying efficiency with which 
information is pooled within those networks, he considers this of key importance to 
the understanding of communication systems for the spread of innovation. I argue 
that innovations for mankind have been closely linked to the communication systems 
that transmitted and facilitated adoption by other groups or nations. Humans made 
use of information systems and these played a role in gaining control and influence 
over other groups across the world and societies. In earlier days obviously to define 
the size of a region within which information was exchanged to a large extent 
defined the spread of certain innovations. To define the size of a region within which 
information is exchanged is one thing but within that region the speed and regularity 
of exchanges may vary greatly. The ecological and natural environment in 
combination with food production techniques to a large extent defined which 
direction innovations were spreading [9]. 

Based on Christian [10] who states that the efficiency of information exchanges 
reflect above all, the nature and regularity of contacts and exchanges between 
different communities which may be shaped by social conventions, geographical 
factors and technologies of communication and transportation (p. 184) I argue that 
the size, diversity and efficiency of information networks should be an important 
large scale determinant of rates of ecological innovation. Tracking the changing 
synergy of processes of collective learning, by examining the size and variety of 
information networks in different parts of the world, as well as the varying efficiency 
with which information was pooled within those networks, might be an important 
indicator for innovation, (p. 184). In the Paleolithic era, the existence of small groups 
that had limited contact with each other meant that exchanges of ecological 
information worked sluggishly. In a single lifetime, each individual was unlikely to 
encounter more than a few hundred individuals and most of that lifetime would have 
been spent in the company of no more then ten to thirty individuals who belonged to 
the same family. The amount of information that could have been exchanged in these 
networks was clearly limited." 

I argue that because these information and communication systems increase the 
efficiency and speed at which information is shared will stimulate ecologically 
significant learning and innovation at the human species level. Information systems 
facilitated processes of collective learning and associated changes accelerated by the 
accumulation of ecologically significant knowledge. As McNeill and McNeill note, 
agriculture and the wheel were invented in a number of places, but the steam engine 
only had to be invented once. While hunter-gatherers used information systems to 
gain control over fire, we use information systems to gain control over each other. 

For a long time, humanity formed one single, very loosely connected web-like 
network that shared many characteristics and exhibited only limited local variations. 
In comparison with later periods, communication in the form of messages and 
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material exchanges progressed very slowly, while local cultural developments 
followed suit. Consequently, inventions could easily spread everywhere before any 
group developed a decisive cultural advantage. The development of our current 
information and communication infrastructure will significantly change this. 
Collective learning at the human species level will significantly increase and the 
spread of innovations in the years to come will be much faster and more efficient 
than in previous times. Only by understanding these changes in a larger historic 
perspective and understanding how humans have communicated in the past and how 
this affected their social structures and lives, can we begin to understand the changes 
that information and communication technologies will bring. The domestication of 
the personal, networked and increasingly mobile computer will have a greater impact 
than any other type of domestication has ever had before. Capturing and sharing 
content is what humans have done since the dawn of mankind but doing this through 
networked computers is significantly different. The domestication of the networked 
computer should be seen as another major regime transformation. 

Further research should investigate the interplay between information and 
communication systems and the effects on innovation of capturing and disseminating 
content instantly in a global context. The fact that we are no longer living in isolated 
communities without information exchange but are functioning in "an online global 
human web" where discoveries, innovations, patents, scientific publications and 
paradigms shifts can be shared instantly with all online, humans on our planet will 
reduce the "re-inventing of the wheel phenomenon" and provide us with the ability 
to build upon each others innovations. An important aspect of this development is 
obviously the potentially increased effects of the "digital divide". Research 
questions to be addressed by future research could involve: Does learning at the 
human species level increase as a result of the fact that the number of possible 
connections (and thereby the potential information synergy of the entire network) 
increases faster than the number of nodes, and that the difference between the two 
rates will increase as the number of nodes increases as McNeill and McNeill 2003 
predict? How will certain groups in our global society be able to retain control over 
crucial information systems and therefore survive while others will not? 

History though seems to have come full circle: many of us roam around 
cyberspace as gatherers and hunters, picking up whatever information item we 
encounter on our way. Even though we know what we came for and started off 
purposeful searches, the web in its present shape, keeps distracting us and providing 
us with information items that we are not really looking for. We end up back again 
as nomads and gatherers, surfing endlessly to where we think we might find the 
information of our interest and of our survival. 
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Abstract. The realization of Semantic Web vision is based on the creation and 
use of semantic web content which needs software tools both for semantic web 
developers and end users. Over the past few years, semantic web software 
tools like ontology editors and triple storage systems have emerged and are 
growing in maturity with time. While working on a large triple dataset during 
the course of a research aiming at a Ufe-long "semantic" repository of personal 
information, besides other semantic web tools, we used several RDF browsing 
and visualization tools for analyzing our data. This analysis included ensuring 
the correctness of the data, conformance of instance data to the ontology, 
finding patterns and trails in the data, cross-checking and evaluating inferred 
data, etc. We found that many of the features needed by a metadata creator and 
analyst are missing from these tools. This paper presents an investigation of 
the tools that are used for browsing and visualizing RDF datasets. It first 
identifies the browsing and visualization features required by a semantic web 
developer and a metadata creator and analyst and then based on those features 
evaluates the most common RDF browsing and visualization tools available 
till date. We conclude this paper with recommendations for requirements to be 
fulfilled for future semantic web browsing and visualization. 

1 Introduction and Background 

The current web despite all its benefits assumes human presence for the 
interpretation of its content. The Semantic Web [1] is an extension of the current 
web, based on the idea of exchanging information with expUcit, formal and machine-
accessible description of meaning. Semantic Web technologies like RDF {2], Topic 
Maps [3, 4], and Ontologies are used for making the semantics of information 
explicit and thus machine-processable. Despite the fact that RDF and other Semantic 
Web technologies make the semantics of information explicit, but this machine-

Please use the following formal when cUing ihis chapter: 

Khusro, S., Tjoa, A.M., 2006, in TFTP International Federation for Information Processing, Volume 214, The Past and 

Future of Information Systems: 1976-2006 and Beyond, eds. Avison, D., Elliot, S., Krogstie, J., Pries-Heje, J., (Boston: 
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oriented content representation does not lend itself for presentation in a human-
readable way. Over the past few years several applications have attempted to solve 
this problem by using different representation paradigms. These tools attempt to 
provide support to Semantic Web users, developers and metadata analysts with 
varying degrees of abstraction and usability [5]. 

At the Institute of Software Technology and Interactive Systems, Vienna 
University of Technology, Vienna, Austria, we are working on a research project 
called SemanticLife [6] which aims at a life-long "semantic" repository of personal 
information. Our system is based on semantic web technologies like OWL and RDF. 
In our research we have been using several semantic web tools for different tasks 
like ontology engineering and RDF storage. We are making use of several 
ontologies, some existing and others developed for our own domain. We also used 
several RDF browsing and visualization tools which are briefly introduced in section 
4. Though we see a considerable growth in the development and maturity of 
semantic web tools but still there is a long way to achieve a position that the 
relational database theory and tools enjoy. While working with these tools and 
several ontologies and instance data from different sources with sometime unknown 
structure, we strongly felt the need for a better RDF browsing and visualization tool. 

This paper gives a survey of existing RDF browsing and visualization tools and 
concludes with recommendations for a future tool which could prove more useful 
and effective for a metadata creator and analyst. Section 2 identifies the needs of a 
metadata creator and analyst. Section 3 presents the evaluation framework that we 
have employed for our comparison. Section 4 gives a brief description of RDF 
browsing and visualization tools selected for our survey. Section 5 provides the 
comparison of the basic and more technical features of the tools. Section 6 lists some 
recommendations for a future tool and Sections 7 finally concludes this paper. 

2 The Needs of a Metadata Creator and Analyst 

Producer and Consumer of semantic web data are the two important roles of people 
and most of the research and development emphasis is on their support. The aim of 
this paper is to identify another role related to the Producer and his/her needs; that of 
a metadata creator and analyst. Semantic web developers and people working with 
metadata always need to have their data visualized in different ways. Their browsing 
and visualization needs are different from those of the end users; some are listed 
below [7]: 

• To produce good-quality RDF and to cover the limited expertise in defining 
ontologies, creating and converting existing XML-based metadata into RDF. 

• To rapidly test and visualize a dataset and to understand if there are mistakes 
in the model as well as spelling mistakes in the namespaces and URIs. 

• To get a mental model of an unfamiliar dataset and the related ontologies. 
• To have a sense of the density of connectivity of a particular dataset. 
• To identify potential mappings between resources and ontologies. 
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• To discover the parts of a dataset having special graph-theoretical properties 
and therefore might 'stand out' as having some latent meaning that might get 
otherwise unnoticed. 

• To have the ability to drill down from global view to local information at the 
resource level. 

Semantic web development tools like ontology editors, triple storage systems, and 
semantic web toolkits seldom address these needs. Tools targeted towards the end 
user allow browsing the semantic web content if available and otherwise extract it 
from existing documents. Triple storage systems also provide some browsing and 
visualization features like Sesame Explore Mode and Kowari web interface, but do 
not show more than a list of triples. Moreover, ontology editors also provide some 
browsing and visualization features but they mostly show and edit the ontology 
structure rather than intelligent browsing of the ontology instances [8]. 

3 Evaluation Framework of RDF Browsing and Visualization 
Tools 

A general evaluation framework used to compare RDF browsing and visualization 
tools comprises of the following four criteria: 

3.1 Supported RDF Representation Formats 

Import/Export Formats 
An RDF graph can be serialized in several different formats including RDF/XML, 
Notation-3, N-Triples, and TriX. The most known serialization format is RDF/XML 
which is an XML representation of RDF graph in terms of XML Information Set and 
Namespaces. N3 is a shorthand non-XML serialization of RDF, designed with 
human-readability in mind. N-Triples is a line-based, plain text format and was 
designed to be a fixed subset of N3, hence all tools which currently work with N3 
can seamlessly work with it too. TriX (Triples in XML) is a serialization for named 
graphs and is an attempt to provide a highly normalized and consistent XML 
representation of RDF model. 

For an RDF tool to be effective and useful it should support as many of these 
formats as possible. As "common understanding" and "shared knowledge" lie at the 
heart of semantic web, this enables a metadata creator and analyst to use existing 
ontologies and data encoded in any format and also to map between different 
formats. 

Accessing Data in a Triple Store 
In the previous years, several RDF storage systems have emerged and continue in 
growth and use. Besides local and remote files, the metadata may exist in these triple 
stores. For local and remote access these systems define interfaces mainly based on 
RMI, HTTP, and SOAP. Like any other RDF tool, a browsing and visualization tool 
having the facility of accessing local and remote triple store data will make it more 
flexible and useful. 
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Integration of Inference Capabilities 
Ideally, an RDF visualization tool should allow a range of inference engines or 
reasoners to be plugged into it. Such engines are used to derive additional RDF 
assertions which are entailed from some base RDF together with any optional 
ontology information and the axioms and rules associated with the reasoner. This 
inferred data may be utilized by the visualization tool for providing an integrated 
interface for browsing the data. The global part of this integrated interface may 
group resources based on their type and the class hierarchies. The local interface may 
utilize inferred information such as resource and class labels and comments for a 
more user friendly view of the data. 

Merging Input Files 
RDF data is usually dispersed across different files and data sources, and instance 
data is usually created separate from the ontology. A tool is more useful and 
effective if it can read data from several data sources to merge and show a unified 
display. 

3.2 Display Features 

Display Interface 
Browsing a document repository is simple as it usually consists of a small number of 
large chunks of information, with few explicit relationships. The situation is exactly 
opposite with RDF data which consists of many small chunks of information with 
many explicit relationships among them. An RDF browsing tool may provide a 
Global view of these many relationships, or a Local view to concentrate on a single 
piece of information, or an Integrated view to combine these two [9]. 

An analyst usually needs to identify emerging structures within the relationships 
in an RDF dataset. This is achieved by a Global interfaces which emphasizes global 
structure by providing large scale views of RDF data. An RDF browser that 
generates graph-based views of RDF statements gives some information about the 
underlying structure, in particular with some grouping performed by its layout 
algorithm. More advance interfaces may use grouping, ordering, or prioritizing 
information to provide global views. Data in global interfaces may be grouped based 
on the user search or resource types and concept hierarchies obtained through 
inference. 

In contrast to global interfaces, a Local view provides richer details for a 
particular information item. Users and analysts usually need information at this level 
of specificity. Local interfaces can have hyperlinks to each other, providing users 
with navigation through the entire repository. Sesame's Explore Mode [10] and 
Kowari's [11] Web Interface provide a browser like interface to RDF. Selecting a 
URI in this interface shows all RDF statements with that URI as subject, predicate, 
or object, thus making RDF browsable. But the current view is always limited to the 
immediate vicinity of the current resource and no underlying structure is visible [9]. 

A more useful approach is the Integrated view in which these two approaches are 
combined. Usually a global view is presented at the beginning irom where the data 
can be explored at different levels of detail. Automation of this view is quite difficult 
and a general technique for this is a question that needs to be answered. 
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Sharing Presentation Knowledge 
The two major issues in displaying RDF data are the specification of content 
selection and the content formatting and styling which are addressed by each tool in 
a different and ad hoc way. This makes it difficult to share and reuse this 
presentation knowledge across applications. The need to use a shared display 
vocabulary for presenting RDF content and sharing presentation knowledge has been 
recognized in the Semantic Web community. Fresnel [12] is an attempt to address 
this issue and its core modules are currently implemented in various tj^es of 
applications [13,14]. 

Presentation Paradigm 
Displaying RDF data in a user-friendly manner is a problem addressed by various 
types of applications using different representation paradigms. Some tools represent 
RDF models as node-link diagrams explicitly showing their graph structure [14,15]. 
Other tools use nested box layouts or table-like layouts for displaying properties of 
RDF resources with varying levels of details [13]. Another approach combines these 
paradigms and extends them with specialized user interface widgets [16]. 

Editing Features 
These may vary from simple triple editing to more advanced features like resource 
linking and annotation. Usually other systems like ontology editors are used for this 
purpose but a browsing tool with these features available proves more effective. 

Graph Statistics 
This is an important feature always needed by metadata analysts and is required to be 
implemented by a browsing tool. These vary from general graph statistics to more 
advanced features like in-degree, out-degree, clustering coefficient and other graph 
theoretical properties. 

3.3 Scalability Issues 

Maximum Dataset Size 
One of the most import features to measure the scalability of a tool is the size of 
input RDF file or the maximum number of statements in a model or nodes in a graph. 
For demonstration purposes the size of input data is usually very small (within a 
megabyte or a graph with less than a thousand nodes). But a working RDF dataset 
may be in hundreds of megabytes with millions of statements which, if a tool is 
unable to load, will compel the analyst to split it up and thus lose its global view. 
Hence a more effective tool should allow a user to work with much bigger models. 

Visual Scalability 
Sometime a tool can load a very large dataset but is unable to render it in a way that 
a user can make sense out of it. Tools that provide a graph based view usually have 
limited visual scalability but the inclusion of visual cues and search and query 
options make the situation better. A text-based tool is usually better in visual 
scalability and heavily depends on grouping and ordering of data to produce the 
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global interface. Visual scalability is lost if a text-based tool cannot visualize global 
stractures and there is little difference between global and local views. 

Extension Mechanism 
A static tool with no extension mechanism may be useful for sometime but becomes 
useless as the changing trends and emerging technologies are not accommodated. 
Plugins are a general concept that allows extra functionally to be dropped into a tool, 
usually by simply adding files to a directory. Plugins are very loosely coupled to the 
base tool, and can thus be added very easily without modifying the tool itself. Plugin 
architecture provides an organized way for independent groups of people to add new 
behavior to an application without having to modify it. 

3.4 Search, Query and Filtering 

Selection and Filtering 
This gives a user the ability to select sections of an RDF graph based on some 
criteria. This selection may be based on global or local filters. Global filters like 
rdf:type, rdfs:domain, and rdfs:range are applied to the whole graph independent of 
its domain. Local filters are domain-specific and include namespaces, specific 
properties and classes, and generally resources and URI's. Selection and Filtering 
allows the not-so-technical user to browse and analyze the model. 

Support for RDF Query Language 
Usually more fine-grained control over data selection and filtering is needed which is 
provided by an RDF query language. Several RDF query languages have been 
developed each with its own features and expressiveness but SPARQL [17] has been 
recently adopted as the standard RDF query language. To use this feature, though the 
analyst should be aware of the query language syntax but it also gives him a total 
control over the data. 

Full Text Graph Search and Full Text Document Search 
Sometime the exact name of a resource or the exact contents of a literal are not 
known in advance or the resources or literals with a common text pattern need to be 
filtered out. Full text graph search if available enables a user to search for keywords 
and text patterns inside resource names and literals contents. Sometime the URI 
references in an RDF model point to text-based documents stored locally or available 
on remote systems. Such a search, if available, checks the contents of these 
documents for any match. 

4 Description of RDF Browsing and Visualization Tools 

4.1 Drive RDF Browser and W3C's RDF Validation Service 

Though a very simple and primitive tool. Drive RDF Browser [18] is an effective 
tool for validating and browsing small RDF datasets. On one page in the form of 
HTML, Drive displays separately all nodes, edges, literals, namespaces, triples. 
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graph summary, and errors and warnings, if any. Similar to Drive is the W3C RDF 
Validation Service [19] which provides a hyperlinked list of triples with errors and 
warnings, if any, and optionally a graph-based view of the validated statements. 

4.2 Ontopia Omnigator 

Omnigator [20] is a generic application built on top of the Ontopia Navigator 
Framework that allows users to load and browse any conforming topic map. 
Designed primarily as a teaching aid to help newcomers understand the topic map 
concepts, it is now an extremely useful tool for debugging topic maps and for 
building demo applications. Some of the features in the Omnigator 8 include plug-ins 
for performing querying, filtering, full text search, the ability to display class 
hierarchies (in both text and graphics modes), better stylesheets, RDF to Topic Map 
mapping, and an improved statistics printer. 

4.3 SIMILE RDF Browsing Tools (Welkin, Longwell, Knowle) 

The SIMILE project, jointly developed by the W3C, HP, and MIT, is working to 
make it easier to browse diverse collections of metadata and, more generally, to find 
the way around in the Semantic Web. SIMILE's domain specific and end-user 
friendly Longwell [13] and domain independent and RDF-sawy friendly Welkin [7] 
and Knowle [13] are proving very useful in different application areas. Suitable for 
end-users, Longwell is a faceted browser that displays only the metadata fields that 
are configured to be 'facets' and hides the presence of the underlying RDF model. 
Knowle which is shipped as part of the Longwell distribution is a node-focused 
graph navigation browser that is targeted at people who want to see or debug the 
underlying RDF model. Longwell and Knowle work together to provide a user-
friendly Web-based front-end to RDF. As Longwell requires a thorough 
understanding of the structure of the data being examined and it is hard to get a 
global overview of an RDF model, thus Welkin was created by the SIMILE team to 
summarize and to give a quick mental model of the data being manipulated. 
Designed for metadata analysts. Welkin is a graph based tool that provides global 
view and cluster characteristics of its data. 

4.4 IsaViz 

IsaViz [14] is a visual environment for browsing and authoring RDF models 
represented as graphs. It allows smooth zooming and navigation in the graph; 
creation and editing of graphs by drawing ellipses, boxes, and arcs, and has support 
for several import and export RDF formats. Since version 2.0, IsaViz can render 
RDF graphs using GSS (Graph Stylesheets), a stylesheet language derived from CSS 
and SVG for styling RDF models represented as node-link diagrams and version 3 
will have support for Fresnel display vocabulary. 
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4.5 RDF Gravity 

RDF Gravity [15] from Salzburg Research is a graph visualization tool for 
RDF/OWL datasets of moderate sizes. Though only a graph visualization tool, RDF 
Gravity has a rich set of features that can satisfy several of the needs of a metadata 
creator and analyst. These include graph visualization and navigation features, local, 
global and custom filters, full text search, and RDQL [21] queries. 

4.6 SWOOP and Protege 

SWOOP [22] and Protege [23] are ontology development toolkits that provide an 
integrated environment to build and edit ontologies, check for errors and 
inconsistencies, browse multiple ontologies, and share and reuse existing data by 
establishing mappings among different ontological entities. Both are based on plugin 
design with some very useful plugins. Protege is a desktop application whereas 
SWOOP is hypermedia inspired web based tool, and is more light weight. SWOOP 
and Protege though basically ontology development tools can be used for visualizing 
small RDF datasets but their visualization capabilities are limited and we are not 
including them in our survey. 

4.7 Fresnel Display Vocabulary 

Fresnel [12] is an RDF vocabulary which aims to model information about how to 
present Semantic Web content (i.e., what content to show, and how to show it) as 
presentation knowledge that can be exchanged and reused between browsers and 
other applications. Fresnel presentation knowledge is based on two fundamental 
concepts: lenses which specify the properties and ordering of RDF resources to be 
displayed, diad formats which indicate how to format the content selected by lenses. 
Content selection is supported by using URIs, SPARQL, or its own language called 
Fresnel Selector Language [24]. The upcoming versions of Longwell and IsaViz will 
support Fresnel and some other tools claim to support its core features. 

5 Comparison of RDF Browsing and Visualization Tools 

Following is a comparison of the tools against the evaluation framework adopted in 
section 3. These tools were briefly introduced in section 4 and here their more 
technical features are evaluated from the view point of a metadata creator and 
analyst. 

RDF is an abstract model and it can be realized in several concrete serializations 
like RDF/XML, N3, and N-Triple. RDF data may also reside in in-memory 
databases and remote triple stores. During our investigation we found that all of the 
tools have support for RDF/XML as its import/export format and most of the tools 
also support other common formats like N3 and N-Triples. Originally a Topic Map 
browser, Omnigator has import/export support only for RDF/XML which provides 
the facility of mapping between RDF and Topic Maps, though the results are not 
always promising. Longwell can access data in several triple storage systems but 
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needs several configurations steps. Omnigator can also access data available on its 
native Ontopia Knowledge Server. IsaViz can browse and edit data in a Sesame 
triple store by using a plugin. All of the tools support reading data from several RDF 
files, merge the resulting graphs, and provide a unified display. Longwell utilizes its 
built-in inference mechanism for providing a more friendly display but none of the 
tools have the option of integrating an external inference engine. Longwell is not 
domain independent and the dataset needs to be prepared before browsing. Table 1 
provides a summary of these features. 

Table 1. Triple data format related features of RDF browsing and visualization tools 

RDF Gravit) 
Drive RDF 
Longwell 

Welkin 

IsaViz 

Omnigator 

Import Format 

RDF/XML 
RDF/XML 
RDF/XML, N3, 
N-Triple 
Turtle/N3, 
RDF/XML 
RDF/XML, N3, 
N-Triple 
XTM, LTM, 
HyTM, RDF 

Export Format 

RDF/XML 
RDF/XML, HTML 
RDF/XML, N3, N-
Triple 
RDF/XML, 

RDF/XML, N3, N-
Triple, SVG, PNG 
XTM, HTM, HyTM, 
CXTM, RDF 

Triple Store Access 

No 
No 
Jena, Joseki, 3Store, 
Kowari, Sesame 
No 

Through Plugin for 
Sesame 
OKS only 

File 
Merging 
Yes 
Yes 
Yes 

Yes 

Yes 

Yes 

Inference 
Sug£ort___ 
No 
No 
Built-in 

No 

No 

No 

Table 2 shows an overview of the display features of the RDF browsing and 
visualization tools. Text-based representation, in general, caiuiot nicely depict the 
structure of a large amount of data but is very effective for data mining, i.e., posing 
targeted queries once the required structure is known. Moreover, text-based displays 
are not effective for data "understanding", i.e., making sense of a large dataset of 
unknown global structure. Gravity, Welkin, and IsaViz provide graph-based displays 
consisting of node-link diagrams whereas Drive, Longwell, and Omnigator are text-
based. Omnigator can also display a graph output by using its Vizigator plugin. Only 
Longwell and Omnigator provide an integrated interface consisting of a global view 
and the details of a selected item. All of the graphical browsers provide a general 
global view of the data with no grouping and clustering of similar items. Gravity and 
IsaViz use several visual cues (shape, color, size, and shading) together to visualize 
similar items. The development releases (alpha versions) of Longwell and IsaViz 
have support for Fresnel Display Vocabulary. Graph statistics are not available in 
Gravity, IsaViz and Longwell; Omnigator provides some useful statistics on the 
graph, whereas Welkin is capable of showing more advanced graph-theoretical 
properties. Graph editing features are only available in IsaViz which is basically an 
RDF graphical editor and browser. Other editors like Protege can also be used for 
browsing RDF datasets but these display information in a hierarchical way which 
makes it difficult to grasp the inherent graph structure. 

For scalability tests, besides our own datasets we used data from SIMILE project 
and Open Directory Project. Table 3 lists our results. We foimd that most of the tools 
can work only with a few megabytes of RDF data or a model consisting of a 
thousand statements at the most. Longwell and Omnigator can work with larger 
datasets scaling up to several thousand statements. A graphical tool may load a larger 
file but its visual scalability is very limited as compared to a text-based tool. Graph 
display in Gravity is improved by visual cues and by selection and filtering. The 
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output of IsaViz, though not better than Gravity, is much better than Welkin mainly 
because of its zoomable user interface. Omnigator has plugin architecture and can be 
extended very easily. Longwell also provides the facility of extension. 

Table 2. Display features of RDF browsing and visualization tools 

RDF Gravity 
Drive RDF 
Longwell 
Wellcin 
IsaViz 
Omnigator 

Display 
Interface 
Global 
Local 
Integrated 
Global 
Global 
Integrated 

Presentation 
Paradigm 
Graph 
HTML 
HTML 
Graph 
Graph 
HTML, Graphical 
support 

Graph 
Editing 
No 
Very Poor 
No 
No 
Yes 
Yes 

Support for 
Fresnel Voc. 
No 
No 
Yes (2.0) 
No 
Yes (3.0) 
No 

Graph Statistics 

No 
Simple 
No 
More Advanced 
No 
Advanced 

Table 3. RDF browsing tools' scalability factors 

Max. Dataset Size Visual Scalability Extension Mechanism 
RDF Gravity Limited (<1000 statements or Approx. Limited 

1 MB of RDF) 
Limited (<1000 statements or Approx. Poor for relatively large 
2 MB of RDF) graphs 
High (>500,000 statements) High 
Limited (<1000 statements or Approx. Limited 
1 MB of RDF) 
Limited (<1000 statements or Approx. Limited 
1 MB of RDF) 
High (up to 100.000 TAOs) Fairly high in text mode 

Drive RDF 

Longvcell 
Welkin 

IsaViz 

Omnigator 

No 

No 

Yes 
No 

No 

Plugins^ 

Table 4 is a listing of searching, querying, and filtering facilities available in the 
RDF visualization tools that we investigated. Selection and filtering features 
available in Longwell and Omnigator are based on ontological concepts like classes, 
properties, resource types, etc. A Gravity user can apply local and global filters and 
can hide selected graph elements. Similarly, IsaViz also provides simple selection 
and activation/deactivation of nodes, links, and regions. For fine-grained control 
RDF gravity provides support for RDQL and Omnigator supports its own topic map 
query language, tolog. Full text search of graph elements is available in almost all of 
the tools and none can create fiill text indexes of the documents annotated by the 
underlying RDF model. 

Table 4. Search, query, and filtering facilities in RDF browsing and visualization tools 

RDF Gravity 
Drive RDF 
Longwell 
Welkin 
IsaViz 
Omnigator 

Selection & 
Filtering 
Yes 
No 
Yes 
Yes 
Simple 
Yes 

RDF Query 
Language 
Yes (RDQL) 
No 
No 
No 
No 
Yes (tolog) 

Full Text 
Search 
Yes 
No 
Yes 
Yes 
Yes 
Yes 

Graph Full Text Document 
Search 
No 
No 
No 
No 
No 
No 
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6 Recommendations 

The following recommendations for future effective and useful tools can be deduced 
from our investigation: 

• Import/export support for common RDF serialization formats like RDF/XML, 
N3, N-Triple, TriX, etc. and extendable to other upcoming formats 
Support for reading from multiple data sources to provide a unified display 
Possibility of connecting to a triple store over common protocols 
Support for both graphical and textual display of information 
The option of simple and more advanced graph statistics 
An integrated display interface consisting of both local and global views 
Built-in support for basic reasoning and possibility of plugging in external 
inference engines 
Global and local filters for simple selection and browsing 
Support for SPARQL RDF query language 
Full text graph and annotated documents search 
Use of visual cues for highlighting similar items 
Support for Fresnel Display Vocabulary 
Support for data in the range of millions of triples 
Tool extension by a plugin mechanism 

The maximum support for these features in the future releases of semantic web 
browsers or development toolkits will enable metadata creators and analysts to better 
perform their tasks. 

7 Conclusions 

In this paper we presented and compared a set of tools for the browsing and 
visualization of Semantic Web data expressed in RDF from the point of view of a 
metadata creator and analyst. All of tools that we investigated provide source 
validation, have support for RDF/XML as its import/export format, have the facility 
of merging different RDF files, and have limited scalability in terms of maximum 
number of triples that could be loaded. 

All graphical tools have very limited visual scalability and most of them use a 
single display representation, and very few have promised to provide support in their 
coming releases for Fresnel display vocabulary. Moreover, most of the tools have 
searching and filtering facilities but at different levels of granularity, few have the 
option of Full text search, none has support for SPARQL, and none can build full 
text indexes for RDF annotated documents. Few tools provide the facility of 
accessing data in triple stores and none of the tools allows the integration of external 
inference engines. 

Like in other semantic web tools, we found Java as the pre-dominant 
implementation language, Jena as semantic web development toolkit, Lucene as full 
text search engine, and Velocity as template engine. 
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Abstract . Workflow Management Systems depend on a Workflow En­
actment Service having several interfaces to establish communication 
with external applications, manage persistent information and exchange 
it with similarly capable systems. The study of business processes has 
shown multiple workflow patterns that have been modelled and im­
plemented in several engines. The Workflow Management Council has 
combined commercial and academic efforts towards a standard struc­
ture for engines and information exchange regarding workflow processes. 
LUPA is a Workflow Engine designed around the Workflow Management 
Council Reference Model that implements basic workflow patterns with 
a graphical syntax, establishing their semantics on Interpreted Petri 
Nets with extensions. It provides a new Cancellation workflow pattern, 
that has also been used to provide an Iteration pattern with guaranteed 
termination. 

1 Introduction 

The Unified Language for Administrative Processes (LUPA) focuses on the pro­
gramming and communicating tasks associated with the transaction manage­
ment needed to fulfill business processes of an organization. It precisely models 
de Routes and Rules that information must follow in order to comply with the 
organizational policy. 

LUPA's syntactic specification consists of Process Expressions built over a 
small set of operations that allow writing formulas which describe the Routes. 
It has operational semantics expressed with Interpreted Petri Nets covering 
the networked Process structure along with an Environment containing the 
associated information. A Cancellation operator is particularly interesting, it 
being able to model two transactions operating in parallel, keeping only the 
operations of the first one that finishes. 

A simple interpreter component has been implemented following the for­
mal syntactic and semantic specifications, leading to a prototype that is able 
to instantiate, execute and control processes defined under this schema. The 
prototype has been built following the WFMC recommendation regarding the 
Workflow System Reference Model. 

This paper has been structured in sections. Section 2 gives an introduction 
regarding processes, process expressions and some of the associated graphs. 

Please use the following format when citing this chapter: 

Arraiz, E., Hemandez-Novich, E., Soler, R., 2006, in IFIP International Federation for Information Processing, Volume 
214, The Past and Future of Information Systems; 1976-2006 and Beyond, eds. Avison, D., Elliot, S., Krogstie, J., Pries-
Heje, ,1., (Boston: Springer), pp. 189-200. 
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Section 3 defines the semantic for the process expressions, along with its opera­
tional semantics. Section 4 presents a brief review of Workflow concepts. Section 
5 shows how LUPA fits into the Worflow Reference Model and Section 6 briefly 
comments on related and similar work both commercial and academic, while 
Section 7 briefly explains LUPA's implementation model. Finally, conclusions 
and further directions are presented in Section 8 . 

2 Process Expressions 

Each transaction has an associated process formed by the set of tasks the or­
ganization completes in order to effectively complete such transaction, and by 
the order and precedence in which those tasks have to be undertaken [1]. 

The set of tasks that make up the process has a "natural" graph structure 
given by the "programming". The idea of effective completion is seen as the 
fact that the transaction finishes and all its associated events have taken place. 
Therefore, a Process is understood as both the tasks and its programming. 
Being able to define the state of a process, seen as the set of tasks that are 
taken place at any given time along the process flow, becomes interesting. This 
notion can be modeled as the marking of the Petri Nets [2]. 

The Process Expressions (PE) are defined inductively as: 

~ T the finite set of simple tasks. 
- EP the process expressions. 
- prj predicates. 
- Clock, a process that measures time. 

Table 1. Process Expressions 

If ti e r then 1. ti 
liZ,Q eEPihen 

2. ZMQ 
3. Z ® Q 
'^•Z&Q 
b. ZQ)Q 
(i y©^,Clock 

e EP (simple task) 

6 EP (sequence) 
6 EP (conjunction) 
e EP (disjunction) 
e EP (cancellation) 
e EP (iteration) 

Each process expression has an associated graph, with a general form G(E) 
shown in Figure 1. 

The transaction (a document) enters the net through the place i , is handled 
by the transition E, where the transaction is properly "processed", exiting the 
net through the place o afterwards. 
All associated graphs have a single input place i and a single output place o. 
Since we are working with bipartite graphs, the lexicon is similar to the one 
used when talking about Petri Nets. 
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o o 
Fig. 1. Generic Graph 

We have the following cases with their associated graphs: 

Simple Task: Process E = U {U being the simple task which is atomic). 
This process E ends as soon as task ti ends. 
Sequence: Process E — Z t><l Q, stating that process Z is processed until it 
finished and its followed by process Q until it finishes. Process E ends when 
Q ends. Figure 2 shows its associated graph G(E) = G( Z N Q). Where t 
is a "dummy process" that helps preserve process' Z output independent 
from process' Q input. That is, process t only copies its input to its output. 

Fig. 2. Sequence 

Conjunction: Process E = Z®Q, stating that both processes Z y Q execute 
in parallel until both have ended thus ending process E. 
Disjunction: Process E = Z (^ Q, stating that one and only one of Z or Q 
will execute depending on predicate's pr t ruth value. Process E ends when 
the process chosen to execute ends. 

Cancellation: Process E = Z(Z>Q, stating that both processes Z y Q execute 
in parallel. When one of them finishes, process E will also finish. It also has 
the effect of cancelling (rolling-back) all the tasks completed by the other 
process. Figure 3 shows its associated graph G(E) = G{Z 0 Q). Where 
igl is a "control place" that copies the input to both input places iz and 
iQ, while ©* is another "control place" which will determine which sub-
process finished first (be that Z or Q), handing its output to place o, while 
remembering to cancel (rollback) the output of the sub-process finishing 
last. 

Fig. 3. Cancellation 
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The Cancellation operator (0 ) is useful to start processes in parallel when 
only the results of one of them is needed, but which one will end first is not 
known or doesn't matter for the correct outcome of the process. 

6. Iteration: Process £̂  = Z®'''"'°°'', stating that process £• will be repeatedly 
executed until predicate's pr t ru th value is false, or until the amount of time 
controlled by Clock has passed. Figure 4 shows its associated graph. 

G>q>-(TKlhO-<^AD 
Fig. 4. Iteration 

3 Operational Semantic 

Unlike [3], we use Interpreted Petri Nets as [4], simplifying of standard definition 
and adapting them, thus partially using its potential. Our nets fall into Category 
3 according to the Petri Net classification in [5]. 

Using Interpreted Petri Nets allows us to have and Environment carrying all 
the information needed for the transaction in process, and a classical Petri Net 
which establishes when to transform or create information on the Environment. 

Definition 1 (Interpreted Petri N e t s ( I P N ) ) An Interpreted Petri Net con­
sists of a classical Petri Net < P,T,A>, an Environment Env =< D, OP, PR >, 
and two functions ip and t/j that link Net and Environment together by complet­
ing operations. Thus IPN = « P,T,A >,Env,ip,ip >. 

1. D = Dform + Dcontrol , the disjoint union of the Environment states, the 
"form" and "control". 

2. OP = {opi,op2, • • •, opg}, a set of operators 

3. PR = {pri,pr2, 

opi-.D^D 

• 1 Pi'k }, a set of predicates over D 

pri : D —> {true, false] 

4. If : P -^ OP, defining an operator opi for each place of the Net. 
5. i/) : T —> PR X OP, defining a pair <predicate,operator> for each transition 

of the Net, being the specific task to complete there. 

An IPN works like a classical Petri Net, except that before firing a transi­
tion its associated predicate must have a true t ruth value when applied on the 
Environment, thus allowing the application of the operator. 
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The function if will generally be the identity function, except for the place 
i which stands "isolated", that is tp : ( P — {i}) -^ X 
A precise construction of ^p for each input place i, is given for each case, being 
particularly important for cases 5 and 6. 

3.1 Operational Semant ics for Process Express ions 

These semantics are given by the Interpreted Petri Net associated with the 
expression, constructed inductively according to the particular case. Being 
IPNE the Interpreted Petri Net associated to the Process Expression E, 
that is: IPNE = < < PE,TE,AE >,Env,(pE,'>pE » where the Environment 
Env = < D,OP,PR > is general while constructing the net. For all cases it 
must be true that: Pz f\ PQ = 0 and Tz CITQ = 0. We use the lambda 
notation [6] to specify each case. Case 5, the Cancellation operator, is specified 
as follows (all the specifications and the mathematical properties of the IPN 
are in [7]): 

C a s e 5 Let E = Z 0 Q . 
restricted to: 

[Pz U PQ) n {i, o, b , u, V, r,s} = ID 

{<Pz{Pz) U i^ziTz) i 1 U i^z{Tz) i 2) ± ( V ' Q ( P Q ) U i^PQ{TQ) j 1 U i^QiTg) i 2) 
Xd.Mki X \d.Mk2 

and IPNE-

PE = P Z U P Q U {i, o, b , u, v, r, s} 
TE =TzUTQU{tl,t2,t3,U,t5} 
AE = AzUAQU{<i,ti>,<ti,s>,<ti,u>,< ti,iz >, 

< t\,iQ > , < U,t2 >,< U,t3 > , < V,ti > , < V,t5 > , < 0Q,i3 > , 
< Oz,t2 >,<t4,0 >,< S,t4>,< t4,U>,< t4,r >,<t2,V >, 
<ta,v > , < r , i 5 > , < t 5 , b > } 

(fiE{i) = Xd.{ifiQ{iQ) o(pz{iz)°MkioMk2) 

4'E(ti)ii = Xd.d i kl (unique codomain index of Mfci) 
i^Eih)i2 = Xd.(M^ o Copy{Dform)) 

i>E{Tz) = i>z{Tz) (i.e. Vi € Tz, i^Eit) = i^z{t), 
working over Df 

orm I ^control) 

^E{TQ) = i^QiTq) (i.e. Vi € TQ, ^E^b) = ^Q{t), 
working over a copy of Dform and the unique Dcontroi) 

i^E{t2) i 1 = ^EJh) i 1 = ^E{t4) i 1 = i>E{t5) i 1 = Xd.true 
,1, u \ I 0 _ w / (^k2 ° Keep{Z)){d) si {d i fc2) in Dcontroi 
pE{t2) II - Art. < ^ ^ ^ Destroy{Z)){d) if not 
,1, li- \ \ o - \ri ) (• '̂=2 o Keep{Q)){d) if(d i fc2) in Dcontroi 
pE[t3) J. 2 - Ad. I ^^^^ ^ Destroy{Q)){d) if not 

^ ( ^ 4 ) 1 2 =1 

i>E{h) i 2 = Xd.Mui 
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This case will have one of the following execution flows, starting from an initial 
marking /JQ: 

S & {«i,ti,<Z,t2,t4,{o}> II <Q,t3,t5,{h}»>, 
«i,ti,<Q,t3,h,{o}> II <Z,t2,t5,{h}>»} 

The set of output places is PQ = {o, b } . 

0...: i 3 - <S)rJ^'^-^^ 

19 - = -©--El" [t>~-0 
•0 

Fig. 5. Cancellation Operator underlying Petri-Net 

Place i has a special (/3 component built (two Mkj for each cancellation 
operator (0 ) ) . Each "memory" Mkj will keep track of specific conditions. Mk\ 
makes sure that the cancellation operator remains blocked until both processes 
have finished, the last one being properly cancelled (rolled-back); while Mk2 
signals which process has to be cancelled. The output place b becomes a 
sink for all the tokens kept in the net by transitions that must be cancelled 
(rolled-back). Function Keep does permanently modify the form part of the 
Environment, whereas function Destroy discards any changes that were made 
by the process finishing last and thus being cancelled. 

The iteration operator has been built as a specialized cancellation operator 
in such a way that all iterations will finish, either by completion or by the Clock 
timing out. 

4 Workflow System and the Reference Model 

The Workflow Management Coalition (WFMC) defines Workflow as the total or 
partial systematic automation of Business Processes during which documents, 
information or tasks are exchanged among participants, determined by a set 
of rules [8, 9]. It also defines a Workfiow Management System as a set of soft­
ware components used to support the definition, administration and execution 
of Workflow Processes [8, 9]. 
Research by the WFMC [10] have shown the feasibility of establishing a general 
model for Workflow Management System's implementation that fits the major­
ity of existing solutions, as well as a basis for interoperability among them. 
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Since all Workflow Systems have a number of generic components interact­
ing in predefined ways, the general model was built after identifying the main 
functional components of those systems as well as the interfaces between them. 
Several levels of functional capabilities have been established for each interface, 
thus specifying each one's minimal requirements. 

In practice, the reference model of a Workflow System centers around at 
least one Workflow Engine [11] in charge of storing, activating and interpreting 
instances of processes as modeled by the organization. In fact, several engines 
can act simultaneously in a cooperative fashion, becoming a Workflow Enact­
ment Service. It must provide interfaces that ease interaction with Process 
Definition Tools, External Support Tools such as Human or Cybernetic Agents, 
Control and Administration Tools, while helping exchange information with 
other Engines. 

The Workflow Engine works on Process Definitions, which are nothing more 
than a Business Process presented in a way that eases its automatic manipu­
lation either for analysis or application. This representation is just a network 
of activities and its relations, with several criteria allowing starting a finishing 
processes, while keeping process' relevant information at hand, who is involved 
and which applications are needed in order to complete it. There's a hierarchical 
relationship among process definitions, and the concept of a sub-process gives 
organizations the opportunity of reusing automation efforts, by solving simpler 
processes first and then tackle complex ones in a "bottom-up" fashion. Figure 
6 shows the high-level Reference Model with its components and interfaces. 

A simple Workflow Enactment Service was implemented, providing a run­
time environment in which processes are instantiated and activated. A LUPA-
based Workflow Engine handles interpretation and activation of the needed 
tasks, as described in the particular process definition, interacting with exter­
nal resources in order to complete them. 

5 LUPA and the Reference Model 

While studying the LUPA proposed model and the many refinements of both 
"high-level" and "low-level" representations, LUPA's roles in the Reference 
Model were clearly identified. 

5.1 LUPA as a Pre-Processor 
The Workflow Enactment Service receives a process definition from a process 
design tool, and transforms it into an internal in-core representation which helps 
interpret it. During this conversion process ^ all the syntactic and semantic con­
ditions are verified following LUPA's specification, checking if the process can 
be effectively constructed and executed, whether it has been defined directly 
or indirectly by means of combination of simpler existing processes. Once con­
verted to the internal representation, the process is available for activation on 

""• A sort of "compilation" from a process "source form" closer to the designer, to an 
"executable form" closer to the engine that will execute it. 
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Fig. 6. Workflow Reference Model. Components and Interfaces. 

any authorized user's request, or even moved to another Engine with a compat­
ible intermediate representation. Our reference implementation has shown that 
LUPA fulfills these roles because: 
- It receives a "high level" representation in terms of the graphical LUPA 

syntax. Even though during this work we did not develop a process designing 
application based on LUPA's graphical syntax, the XML process definition 
given as input to the engine is based on LUPA's regular expressions, showing 
not only it's feasibility but also suggesting an usable representation. 

- It is able to convert this input definition into a more efficient one for execu­
tion purposes. During this conversion process, all the conditions required by 
LUPA's semantics are enforced and only properly conditioned definitions are 
accepted. 

- It is able to turn this internal efficient representation into a textual "low level" 
one that helps ensure the persistence of it inside the work area of the Workflow 
Enactment Service. That is, if the service is stopped for whatever reason, the 
available process definitions and the executing instances will be stored in a 
persistent and consistent repository that allows resuming operations in the 
same Workflow Enactment Service, or in any other one to which they can be 
transported as long as its based on LUPA. 

5.2 L U P A as an Interpreter 

The Workflow Enactment Service takes a previously processed low level defi­
nition from its repository, and activates it as many times as necessary to han­
dle specific cases. This activation and consequent workflow, must keep Control 
Information and Case Relevant Information, changing them according to the 
concrete operations associated with each task to be performed. At any given 
time there will be many types of processes, each one having several instances. 
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all of them executing simultaneously; knowing which tasks are pending, how far 
has any case advanced, suspending and resuming, finding out whether or not a 
process has finished, an even terminating o moving instances are some of the 
needed capabilites on such a system. Our reference implementation has shown 
that LUPA fulfills these roles because: 
~ The "low level" in core representation is based on a direct representation 

of the LUPA Net, with or without markings, be it active or not, sharing 
all the control (93) and operation {4>) functions in a single representation. A 
single representation of the flow structure (a single net) and a single set of 
operations, can model an abstract definition or as many instances as needed 
by means of the Petri Net Color extension to the LUPA Net and the Envi­
ronments. The execution ability that models the operational semantic of the 
LUPA Nets as Interpreted Petri Nets is able to work on the appropriately 
colored marks and environment as needed by each case. 

- The "low level" exchange representation is built from the "low level" in core 
representation, being able to select either the process definition (network and 
functions, without environment), a single instance (network, functions, and 
a single color marking and environment) or all instances. 

- The "low level" in core representations are easily exchanged over a text-
based protocol service, allowing for simple starting, stopping, checkpointing, 
cancelling and other simple operations over the available processes including 
exporting to other LUPA-based engines. 

5.3 L U P A as an External Appl icat ion Integrator 

The Workflow Enactment Services must help the bidirectional exchange of in­
formation between the Workflow Engine and any external application needed 
to complete the tasks for each transaction. If the task must be completed by 
a human agent, it must be able to notify her of "pending tasks"; if the task 
must be completed by a cybernetic agent, it must be able to initiate execution 
possibly sending data and check its completion possibly retrieving processed 
data. At any given time there may be several ongoing external interactions, 
and knowing which ones are pending and checking for their current status must 
be easy. Our reference implementation has shown that LUPA fulfills these roles 
because: 
- The Environment's representation provides a simple mechanism for procedu­

ral manipulation through a simple class interface. This eases writing opera­
tions (1/') that exploit all the power and flexibility of Perl [12]. 

- The Environment's representation provides a simple mechanism for exporting 
and importing equivalent XML documents [13, 14] to external applications. 

- The invocation of external applications is clearly split in such a way that the 
start of execution is separated from checking if it has finished. This allows for 
exporting process information prior to executing the external applications, 
and importing of results when finished. It also allows external applications 
to be executed asynchronously, while the Engine continues processing other 
tasks. 



198 Emely Arraiz, Ernesto Hernandez-Novich and Roger Soler 

6 Related Work 

An in depth analysis of thirteen commercial WorkFlow systems can be found in 
[15], while [16] does a similar analysis over ten WorkFlow languages proposed by 
academic communities. A large number of open source and free software initia­
tives [17] have worked on the process automation problem, providing different 
tools and systems. This project belongs on that list, but being different insofar 
as having a graphical syntax and a formal mathematical basis and expressive 
power of Petri Nets that combine with the Interpreted Petri Net techniques in 
order to link the workflow net, the case-specific and workflow-related informa­
tion, and the operations over them. Only YAWL [18] has a similar approach, 
except that they use web-services and XML. 

7 Modelling and Implementation 

The interpreter for the language defined by LUPA's syntax and semantics has 
been modeled as closely as possible so as to be able to apply all the theory, 
analysis and verification tools available for Petri Nets [19]. It also has been 
built around the WFMC's Workflow Reference Model by following all the rec­
ommendations and basing it on open standards for information exchange. 

The Execution Environments have been built as symbol tables, with total 
or partial exporting abilities to an XML representation. This eases portability 
and manipulation for the persistence infrastructure and external application 
interaction. 

The Operators and Predicates have been modelled as functions in the native 
programming language chosen, with explicit information regarding domain and 
co-domain needed to perform the integrity checks while combining simple pro­
cesses to build complex ones. Operators may be asked to perform asynchronous 
tasks, therefore their execution has been broken up in two phases: startup and 
test for finish. Introspective features provided by the programming language 
have been used to export the actual executable code for this functions (even if 
they were dynamically built at runtime) to an XML representation for persis­
tence and interoperability purposes. Functions tp and V' have been modelled in 
a similar fashion. 

LUPA Nets have been modelled as Petri Nets, building the operational se­
mantics using the aforementioned models for Environments and Functions and 
utility libraries provided by the programming language, in particular the ability 
to build closures. Each process operator has been implemented in such a way 
that it builds new LUPA nets as long as it is possible based on the restrictions 
imposed by each construction case. The network structure can be exported to 
an XML representation for persistence and interoperability purposes. 

The programming language of choice is Perl. It allowed object-oriented tech­
niques and functional programming techniques simultaneously, thus making the 
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programming as close as possible to the mathematical model. Perl's own abil­
ities and the availability of several utility libraries allowed for the quick and 
easy development of a working prototype that is as compact and elegant as the 
formal structures it represents. 

The Environment with the Petri Net and its markings, become an exact 
representation of the process status, and by using the color extension on Petri 
Nets, of all instances. The mechanisms in place for inspecting and exporting this 
structures provide clear and direct means of finding out completed, enabled and 
active tasks of any business process modeled with LUPA. 

8 Conclusions and Further Directions 

This work has formally defined the LUPA language as a way to model business 
processes. 
It has the advantage of being highly expressive and adequate, by means of 
its fundamental flow patterns, including the cancellation and an iteration that 
guarantees termination. 

The Petri Nets were chosen as the semantic model for process expressions 
because of their easily understandable and simple functionality, and the avail­
ability of analysis and graphical presentation tools [20]. 

Having developed a working Workflow Engine [19] shows that the LUPA 
language is useful and effective at its purpose. Having developed it using free 
software tools [21] enabled us to easily build a basic infrastructure following the 
Workflow Reference Model. 

The reference implementation is highly portable. Choosing Perl as a pro­
gramming language and libraries that are platform independent, ensure that 
the engine runs on GNU/Linux (development platform), any Unix, Win32, Ma-
cOS and even VMS, since Perl has been ported to all of them. The programming 
style also guarantees portability of all the programs without modification nor 
conditional execution. Selecting XML [13, 14] to build the low level representa­
tion of the many structures, combined with the introspective abilities of Perl to 
export source code out of its executables and dynamically generated data struc­
tures, makes then interchangeable across platforms and eases writing additional 
tools for analysis and verification. 
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Abstract. This paper shows models of data description that incorporate 
uncertainty like models of data extension EER, IFO among others. These 
database modeling tools are compared with the pattern FuzzyEER proposed by 
us, which is an extension of the EER model in order to manage uncertainty 
with fuzzy logic in fuzzy databases. Finally, a table shows the components of 
EER tool with the representation of all the revised models. 

1 Introduction 

On occasions the term "imprecision" embraces several meanings between which we 
should differentiate. For example, the information we have may be incomplete or 
"fuzzy" (diffuse, vague), or we may not know if it is certain or not (uncertainty), or 
perhaps we are totally ignorant of the information (unknown), we may know that that 
information cannot be applied to a specific entity (undefined), or we may not even 
know if the data can be applied or not to the entity in question ("total ignorance" or 
value "null") [1]. Each of these terms will depend on the context in which they are 
applied. 

The management of uncertainty in database systems is a very important problem 
[2] as the information is often vague. Motro states that fuzzy information is content-
dependent, and he classifies it as follows: 

• Uncertainty: It not possible to determine whether the information is true or 
false. For example, "John may be 38 years old". 

• Imprecision: The information available is not specific enough. For example, 
"John may be between 37 and 43 years old", — disjunction — "John is 34 
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or 43 years old", — negative — "John is not 37 years old", or even 
unknown. 

• Vagueness: The model includes elements (predicates or quantifiers) which 
are inherently vague, for example, "John is in his early years", or "John is at 
the end of his youth". However, once these concepts have been defined, this 
case would match the previous one (imprecision). 

• Inconsistency: It contains two or more pieces of information, which cannot 
be true at the same time. For example, "John is 37 and 43 years old, or he is 
35 years old"; this is a special case of disjunction. 

• Ambiguity: Some elements of the model lack a complete semantics (or a 
complete meaning). For example, "It is not clear whether they are annual or 
monthly salaries". 

Zadeh as described in [3] introduces the fuzzy logic, in order to deal with this type of 
data. Traditional logic, because it is bi-valued, can only operate with concepts like: 
yes or no, black or white, true or false, 0 or 1, which allowed just for a very limited 
knowledge representation. Although there are other logics which take more truth 
values, namely multi-valued logics, fuzzy logic is one extension which takes endless 
truth levels (or degrees), associating the concept of membership degree or truth 
degree in an interval [0,1] within the fuzzy logic theory. 

Fuzzy databases have also been widely studied [1,4], with little attention being 
paid to the problem of conceptual modeling [5]. This does not mean that there are no 
publications, however, but that they are sparse and with no standard. Therefore, there 
have also been advances in modeling uncertainty in database systems [6-9] including 
object-oriented database models [9]. 

At the same time, the extension of the ER model for the treatment of fuzzy data 
(with vagueness) has been studied in various publications [4,7,10-15], but none,of 
these refer to the possibility of expressing constraints by using the tools by fuzzy sets 
theory. In [8] a summary of some of these models can be found. 

On the other hand, the main methodologies of databases design [8,16-19] have not 
paid attention to the modeling of data with uncertainty, although the intent of 
uncertainty modeling of the real world is rarely absent. 

Based on these concepts, in this paper we will discuss different approaches, by 
various authors, related to the uncertainty conceptual modeling problem in database 
models. Closing the modeling stage, in sections 2, 3, 4, 5, 7 we present a Fuzzy 
Enhanced Entity-Relationship model, also known as FuzzyEER, a tool for fuzzy 
database modeling with many advantages with respect to the modeling tools 
presented in this section 6: fuzzy values in the attributes, degree in each value of an 
attribute, degree in a group of values of diverse attributes, as well as, fuzzy entities, 
fuzzy relationships, fiizzy aggregation, fuzzy constraints. In section 8 includes a 
comparison of FuzzyEER and some other fuzzy models. 
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2 The Zvieli and Chen Approach 

In [15] is the first great approach in ER modeling. They allow fUzzy attributes in 
entities and relationships and introduced three levels of fuzziness in the ER model: 

1. At the first level, entity sets, relationships and attribute sets may be fuzzy, 
namely, they have a membership degree to the model. For example, in 
Figure 1 the fiizzy entity "Company" has a 0.9 membership degree, the 
relationship "To Accept" has a 0.7 membership degree and the fuzzy 
attribute "Electronic mail" has a 0.8 membership degree. 

2. The second level is related to the fuzzy occurrences of entities and 
relationships. For example, an entity Young_Employees must be fuzzy, 
because its instances, its employees, belong to the entity with different 
membership degrees. 

3. The third level concerns the fuzzy values of attributes of special entities and 
relationships. For example, attribute Quality of a basketball player may be 
fuzzy (bad, good, very good...). 

0.9/ Company 

Department 

Fig. 1. Example with membership degrees to the model in some sets (entities, relationships or 
attributes): The first level of the Zvieli and Chen approach [3]. 

The first level may be useful, but at the end we must decide whether such an 
entity, relationship or attribute will appear or will not appear in the implementation. 
The second level is useful too, but it is important to consider different degree 
meanings (membership degree, importance degree, fulfillment degree...). A list of 
authors using different meanings may be found in [20]. The third level is useful, and 
it is similar to writing the data type of some attributes, because fuzzy values belong 
to fuzzy data types. 
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3 Proposal of Yazici et al. 

In [21] propose an extension of the IFO model, shown in Figure 2 a), for the 
processing of imprecise data, and special treatment of data where similarity exists in 
a label. They call this extension ExIFO, and by means of examples they explain the 
implementation and validation of the representation of a fuzzy conceptual scheme by 
looking at a representation of uncertain attributes. In the model three new 
constructors are added and using these new constructors it is possible to represent 
exphcitly attributes that have uncertain values. 

The ExIFO conceptual model [9] allows imprecision and uncertainty in database 
models, based on the IFO conceptual model [9,21]. They use fiizzy-valued attributes, 
incomplete-valued attributes and null-valued attributes. In the first case, the true data 
may belong to a specific set or subset of values, for example the domain of this 
attribute may be a set of colors {red, orange, yellow, blue} or a subset {orange, 
yellow} where there is a similarity relation between the colors. In the second case, 
the true data value is not known, for example, the domain of this attribute may be a 
set of years between 1990 and 1992. In the third case, the true data value is available, 
but it is not expressed precisely, for example the domain of this attribute may be the 
existence or not of a telephone number. For each of these attribute types, there is a 
formal definition and a graphical representation. In this study, the authors introduce a 
high-level primitives to model fuzzy entity type whose semantics are related to each 
other with logic operators OR, XOR or AND. An example involving an Employee-
Vehicle scheme is used in Figure 2 b) to illustrate the aggregation and composition 
of fuzzy entity types. The main contribution of this approach is the use of an 
extended NF^ relation (Non First Normal Form) to transform a conceptual design 
into a logical design. Consequently, the strategy is to analyze the attributes that 
compose the conceptual model in order to establish an NF^ 
model. 

no o 

• no 
License-Plate-No 

Fig. 2. Fuzzy ExIFO Model proposed by Yazici and Merdan [21]. a) Notation, b) Example 
Employee-Vehicle. 

The study in [22] is, mainly, a conceptual modeling approach for the 
representation of complex-uncertain information [21] using object-oriented paradigm 
and an algorithm for transforming a conceptual schema specification of the model 
introduced here (ExIFO) into a logical schema of the ftizzy object-oriented databases 
model (FOOD) is proposed. ExIFO attempts to preserve the acquired strengths of 
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semantic approaches, while integrating concepts from the object paradigm and 
fuzziness by adding new constructors. 

4 The Chen and Kerre Approach 

In [7,8,11] these authors introduced the fuzzy extension of several major EER 
concepts (superclass, subclass, generalization, specialization, category and shared 
subclass) without including graphical representations. The basic idea is that if El is a 
superclass of E2 and eeE2, then El(e) < E2(e), where El(e) and E2(e) are the 
membership functions of e to El and E2, respectively. They discussed three kinds of 
constraints with respect to fuzzy relationships but they do not study fuzzy 
constraints: a) The inheritance constraint means that, a subclass instance inherits all 
relationship instances in which it has participated as a superclass entity, b) The total 
participation constraint for entity E is defined when for any instance in E, 3 a, such 
that a, >0, where a, is one membership degree in the fuzzy relationship, c) The 
cardinality constraints 1:1,1 :N and N:M are also studied with fuzzy relationships. 

The fuzzy ER model, Chen [7] proposes a model generated by M = (E, R, A) 
expressed by E as entity type, R as interrelation type, and A as attributes, also 
including label types which generate, at the first level, L1(M) = {E, R, A^, AR), and 
proposes four set types, with notation shown in Figure 3 (see an Example in Figure 
1), and where Hx is the membership function to the set X (one Entity, one 
Relationship or one Attribute) and D^ is the domain of E composed of all possible 
entity types concerned: 
• E={iiE (E)/E : E e D£ and ^£ (E) e [0,1]}. 
• R= {\Xg (R)/R : R is a relationship type involving entity types in D^ and n« (E) 

e [0,1]}. 
• ^E = {l̂ AE (A)/A : A is an attribute type of entity type E and HAE (A) € [0,1]}. 
• AR= {HAR (B)/B : B is an attribute type of relationship type R and Ĵ AR (B) e 

[0,1]}. 

The participation constraint (Figure 3) is modeled setting that an entity E X-
participates in R if for every e of E, there exists a f in F such that (J.R(e,f) >= X. The 
cardinality constraint is shown at the end of Figure 3, where N and M are fUzzy sets. 
The concept of fuzzy quantifier is not used in this approach. 
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Fig. 3. ER Fuzzy notation proposed by Chen [7]. 
At the second level, for each entity type E and relationship type R, the sets of 

their values can be fiizzy sets, reflecting possible partial belonging of the 
corresponding values to their types. The third level of fuzzy extensions concerns 
with attributes and their values. For each attribute type A, any of its values can be a 
fuzzy set. 

Fig. 4. Notation proposed by Chen [7]: a) An attribute-defined overlapping specialization 
whit FSj, e F(Dom(A)) at the first level, b) Employee in an overlapping specialization with 

the fuzzy attribute Age, c) Shared subclass intersection . 
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Later on, in another section, an attribute-defined specialization is defined with 
FSieF(Dom(A)), where all the FSi are fiizzy sets on Dom(A), the domain of the 
attribute A. Graphically, this kind of attribute-defined specialization can be 
represented as shown in Figure 4 a). Figure 4 b) shows the entity Employee, and the 
fuzzy attribute Age with the labels "Young Employee", "Middle-Aged Employee", 
and "Old Employee". He also includes the flizzy definition for categories and shared 
subclass, i.e. union and intersection (see Figure 4 c)). This proposal, makes always 
reference to linguistic labels, and to the trapezoidal fimction over an attribute or 
specific entity, not to a set of different attributes or different entities. This author, just 
like [21], establishes his data models from the attributes, and creates the object class 
or entity by using generalization and specialization tools. 

In [7] defines that a linguistic variable X is composed of the tuple (T, U, G, M) 
where: T is the set of linguistic terms of X, U is the universe of discourse, G is the 
set of syntactic rules that generate the element T, and M is the set of semantic rules 
translated from T that correspond to the fiizzy subset of U. With this, he defines a 
conceptual model and its mathematical representation. For example, let us X = Age 
in Figure 5, T is generated via G by the set {Young, Middle-Aged, Old}. Each term 
of T is specifically handled by M by fiizzy sets. The type of correspondence between 
an entity and a fiizzy entity is also established, as well as the set of values that a 
membership degree obtains fi'om a fiizzy set: 1:1, 1:N, N:M, incorporating fiizziness 
to the ER model. 

Young 
(y) 

Age 

Middle-Age 
(ma) 

Old 
(0) 

45 50 55 60 65 

Fig 5. Linguistic variable "Age" with its corresponding values and conceptual model, 
according to Chen [7]. 

5. Proposal of Ma et al. 

In [13] work with three levels of [15] incorporate in the Fuzzy Extended Entity-
Relationship model (FEER model) a way of managing complex objects in the real 
world at a conceptual level, associating an importance degree of each of the 
components (attributes, entities, etc.) to the scheme. However, their definitions (of 
generalization, specialization, category, and aggregation) impose very restrictive 
conditions. They also provide an approach to mapping a FEER model to a Fuzzy 
Object-Oriented Database scheme (FOODB). 
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Figure 6 1) shows the following: a) single-valued attribute type, b) multivalued 
attribute type, c) disjunctive fiizzy attribute type, d) conjunctive fuzzy attribute type, 
e) null attribute type, f) open or null attribute type, g) disjunctive imprecise attribute 
type, h) conjunctive imprecise attribute type, i) entity with grade of membership, j) 
relationship with grade of membership, and k) attribute with grade of membership. 

n< 

Fig. 6. FEER Notation by Ma et al. [13]: 1) Fuz2y attributes, entities, and interrelations, 2) 
Specialization, aggregation, and fuzzy categories 

In addition. Figure 6 2) shows the following notations: a) fiizzy total and disjoint 
specialization, b) fiizzy total and overlapping specialization, c) fuzzy partial and 
disjoint specialization, d) fiizzy partial and overlapping specialization, e) fiizzy 
subclass with fiizzy multiple superclasses, f) fuzzy category, and g) fiizzy 
aggregation. 

new car 

old car 

) , 
< 

buyer 

car 
/ 

( Id j i turbo 1 ' size 

engine 

chassis 

interior 

0.7/radio 

Fig. 7. Example of Ma et al. [13] notation for a car assembly company case. 
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Figure 7 shows an example of the EER Fuzzy model utilizing some of the 
notions proposed by Ma et al [13]. Thus, the "car" entity is a superclass with two 
fuzzy subclasses "new car" and "old car" in a overlapping specialization. Besides, 
the "young employee" fuzzy entity, having fuzzy instances from the "company" 
entity, consists of the "union" category from the fuzzy entity "buyer". Also, "young 
employee" has a fiizzy relationship "like". Finally, the "car" entity is an aggregation 
of some entities: "engine", "chassis", "interior" and "radio" (with an associated 
fuzzy degree of 0.7). Note that "engine" has some fuzzy attributes like size and 
turbo. 

Ma et al. [23] introduce an extended object-oriented database model to handle 
imperfect as well as complex objects. They extend some major notions in object-
oriented databases such as objects, classes, objects-classes relationships, 
subclass/superclass, and multiple inheritances. 

6. Proposal of Urrutia et al. 

The notation of the FuzzyEER model. It defines fuzzy attributes Type 1, Type 2 and 
Type 3 (Type 4 it is not shown here), and Fuzzy Relationship, Fuzzy degree 
associated to an attribute shown to Example 1 [24-29]. This fuzzy entity, attributes 
and relationship it is very common to be seeking someone with particular features for 
representing a specific character, which must have particular physical characteristics. 

Example 1: For a real estate agency, the entity District can have the attributes 
(Districtid, Name, Quality). The attributes District_Id and Name are crisp. The 
attribute Quality of the district is defined as a fuzzy attribute Type 3, with the 
following labels: {Low, Regular, Good, Excellent}. 

The relationship of proximity of the neighborhoods can be represented as the 
fuzzy relationship Close_to, which appears in Figure 8. This expresses that a 
proximity degree exists between any two districts. 

Furthermore, the entity LandedProperty is modeled with some attributes, which 
can also be seen in Figure 8. Each landed property can be situated in such a place 
that it belongs to several districts, or that it belongs to one district but it is relatively 
close to another or other districts. For example, for a property, it can be indicated 
that its neighbourhood has the following possibility distribution (0.5/North, 1/East, 
0.2/Plaza_Espafia), indicating that it is situated in the eastern district closer to the 
northern district than to the Espana square district. 

If District were an attribute of Landed_ Property it would be sufficient to define it 
as Type 3, to define each district as a label and establish a similarity relationship (or 
proximity in this case) for every two districts. But this is a special case, because 
District is an entity with some attributes and it is related to the Landed_Property 
entity, so that a property may be related to several districts (3 at most). At the same 
time, a district for a certain landed property may have a membership degree that 
measures to what extent that property belongs to that district. In our model it is 
represented by the degree G'^™*'"^'"''. 
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J ) QProximily 

Landed_Property i°.2JU.'Siluated_ia' (".") 

'—^fc Landed_Property_ld 

Q^ Address 

- Q Tl: Number_of_rooms 

H 3 T2 : Price 

' — 9 DistrictJd 

( 3 Name 

" O •''3: Quality 
{Low, Regular, Good, Excellent 

~-\^Ty. Kind {Flat, Chalet, House, Semidetached_house,..J 

Fig. 8. Example 1, Fuzzy relationships whit Fuzzy degree associated to an attribute and Fuzzy 
attribute Type 1, 2 y 3. 

Therefore, the fuzzy relationship Closeto in fact generates a similar structure to 
a Type 3 fuzzy attribute. On the other hand, the fuzzy relationship Situated_in 
generates a similar structure in the Landed_Property entity, as if that entity had a 
Type 3 fiizzy attribute called District. The model reflects that the entities 
Landed_Property and District are related in such a way that each landed property 
may be situated in a maximum of 3 districts and each one of those associations gives 
the degree at which that landed property belongs to the district. Due to the fact that 
District has several attributes it can not be used as a fuzzy attribute Type 3 of 
Landed_Property. 

A more detailed example of this case is found in [26,28]. other types of treatment 
of uncertainty: Fuzzy degree to the model, fuzzy degree with its own meaning, fuzzy 
aggregation of entities, fiizzy aggregation of attribute are treated in [25,26,29]. In 
the example 2 the Fuzzy entity is shovra, other entities: weak entity (existence and 
identification) are treated in [26, 27]. 

Example 2: We may consider a fiizzy entity Employee, with an attribute which 
stores the total number of hours worked per week. For each employee, a membership 
degree to the entity can be defined, in such a way that the employees will belong to 
the Employee type of entity with a certain degree, according to the number of weekly 
hours. This degree will be calculated by dividing the total number of hours worked 
by the minimum number of hours, so that the belonging is total. Note that this is a 
derived fiizzy attribute in order to obtain the membership degree to the entity. 

Figure 9 models this example, where Q{h) is the calculus of the degree and h is 
the number of hours worked per week. We can see that, Q{h) = mm{l,h/m}, where m 
is the minimum number of hours for the total membership. 

Therefore, if m = 35, an employee who works in the company for 15 hours, will 
be considered an employee with a degree of 0.43 (the result of the division 15/35), so 
that this degree can be maintained in diverse calculations (selections with different 
aims, gratifications...). 
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EMPLOYEE 

L. 

A Employee_ID 

C^) G'^"'^'"'''Q(h)=mm{\fi/35] 

Fig. 9. Example 2, Fuzzy entity with a membership degree for each instance, which 
depends on the number h of hours worked per week. 

Example 3: Let us consider an entity for Special Employees with its own 
attributes (extra payment, number of awards, motive...). A member of this shared 
subclass must be an engineer, a chief (boss) and a permanent employee. Figure 10 
depicts this model with the following participation constraint: Almost all the chiefs 
and permanent employees must be special employees. It is interesting to note how 
this constraint means that almost all the chiefs and permanent employees must also 
be engineers (because all special employees belong to the engineer superclass). 

fTl: Antiquity 

JBioinformatio^ I Com'puti 
Fuzzy 

i Computation! Beginner Senior 

Fig. 10. Examples 3, Three Fuzzy Attribute-Defined Specializations and Fuzzy 
Constraints in a Shared Subclass. 

On the other hand, the fuzzy completeness constraint establishes that 
approximately half of the employees who are engineers, chiefs and permanent 
employees must be special employees [24,30,31]. At the present time one has to 
disposition a tool CASE that it allows to model part of FuzzyEER. 
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7. Approaches by Other Authors 

In [14] proposes an extension of the ER model with fuzzy values in the attributes, 
and a truth value can be associated with each relationship instance. In addition, some 
special relationships such as same-object, subset-of, member-of.. are also 
introduced. In [32] applied Zadeh's extension principle to calculate the truth value of 
propositions. For each proposition, a possibility distribution is defined on the 
doubleton true, false of the classical truth values. In this way, the concepts such as 
entity, relationship and attribute as well as subclass, superclass, category, 
generalization and specialization... have been extended. 

In [33] discussed of two types of imperfect information, appearing in database 
applications: fuzzy information representing information with inherent gradations, 
for which it is impossible to define sharp or precise borders, and uncertain or 
imprecise information, representing information which is (temporarily) incomplete 
due to a lack of sufficient or more precise knowledge. Dealing with this kind of 
imperfect information within the formal and crisp environment of a computer, is 
based in this paper upon the fuzzy set theory and its related possibility theory, which 
offers a formal framework to model imperfect information, and upon the object-
oriented paradigm, which offers flexible modeling capabilities. The result is the UFO 
database model, a "fuzzy" extension of a full-fledged object-oriented database 
model. 

This research discusses the UFO database model in detail in three steps. First, it 
is shown how fuzzy information is handled: meaningful fuzzifications of several 
object-oriented concepts are introduced in order to store and maintain fuzzy 
information, and to allow a flexible or "soft" modeling of database application. Then, 
it is discussed how uncertainty and imprecision in the information are handled: 
possible alternatives for the information are stored and maintained by introducing 
role object, which are tied like shadows to regular objects in the database; they allow 
the processing of uncertainty and imprecision in a, to the user, implicit and 
transparent way, and they also allow the modeling of tentative behavior and of 
hypothetical information in the database application. Both the static and the dynamic 
aspects of (imperfect) information are developed in the UFO database model, and 
imperfect information is considered at the data level as well as at the metalevel of a 
database application. The process of "extending" an object-oriented database model 
to the UFO database model, as discussed here, adheres, as closely as possible, to the 
original principles of the object-oriented paradigm, to allow a flexible and 
transparent, but semantically sound modeling of imprecise information. The object-
oriented database model, which the extension process starts off fi-om, adheres to the 
standard proposal ODMG-93, to allow for practical implementations of the UFO 
database model. For the same purpose, this paper also discusses an interface of the 
UFO database model to an extended relation database model, capable of handling 
some imperfect information, and for which some prototypes are already available. 

In [5] propose a method for designing Fuzzy Relational Databases (FRDB) 
following the extension of the ER model of [15] taking special interest in converting 
crisp databases into fiizzy ones. The way to do so is to define n linguistic labels as « 
fuzzy sets over the universe of an attribute. After, each tuple in the crisp entity is 
transformed to up to n fuzzy tuples in a new entity (or n values in the same tuple). 
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Each fuzzy tuple (or value) does not store the crisp value but a linguistic label and a 
grade of membership giving the degree to which the corresponding crisp entity 
belongs to the new entity. Finally, the crisp entity and the new fuzzy entity are 
mapped to separate tables. 

Their ER model includes fuzzy relationships as relationships with at least one 
attribute, namely, the membership grade. They propose PERM, a design 
methodology for mapping a Fuzzy ER data model to an crisp relational database in 
four steps (constructing a Fuzzy ER data model, transforming it to relational tables, 
normalization and ensuring correct interpretation of the fuzzy relational operators). 
They also presented the application of FERM to build a prototype of a fuzzy 
database for a discreet control system for a semiconductor manufacturing process. 

In [5] expand the model presented in [10], focusing on their proposal for the 
control processes example. In each process imprecise values are observed, 
associated to linguistic labels, and every value involves a process called 
"DBFuzzifier construct". 

8 Fuzzy Comparison of Some Fuzzy Models 

In other section we discussed some conceptual models proposed by other authors. 
None of these investigations uses a CASE support tool proposed to help in a system 
design that involves uncertainty. 

Table 1. Comparison of some fiizzy models: PEER, ExIFO, Fuzzy ER and FuzzyEER 

Fuzzy Models/ Components 

1. Fuzzy values in fiizzy 
attributes 

Type 1 
Type 2 
Type 3 
Type 4 

2. Fuzzy degree associated to 
an attribute 
3. Fuzzy degree assoc. to 
some attributes 
4. Fuzzy degree with its own 
meaning 
5. Fuzzy degree to the model 
6. Fuzzy entities 

7. Fuzzy weak entity 
(existence) 
8. Fuzzy weak entity 
(identification) 
9. Fuzzy relationship 

ExIFO 
Yazici y Merdan 

(1996) 
Yes* 

Yes* 
Yes* 

Yes* 

Yes* 
Yes* 

Yes* 

Fuzzy ER 
Chen (1998) 

Yes* 

Yes* 

Yes* 

Yes 
Yes* 

Yes* 

FEER 
Maet 

al. (2001) 
Yes* 

Yes* 
Yes* 

Yes* 

Yes* 
Yes* 

Yes* 

FuzzyEER 
Urrutia etal. 
(2003) 

Yes 
Yes 
Yes 
Yes 
Yes 

Yes 

Yes 

Yes 

Yes 
Yes 
Yes 

Yes 

Yes 
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10. Fuzzy aggregation of 
entities 
11. Fuzzy aggregation of 
attributes 
12. Fuzzy degree in the 
specialization 
13. Fuzzy degree in the 
subclasses 
14. Fuzzy constraints 
15. Graphic and CASE Tool 
16. Fuzzy oriented object 

Yes* 

Yes 

Yes* 

Yes 

Yes* 

Yes 

Yes 

Yes 

Yes* 

Yes* 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 
Yes 

Our proposal has a tool called FuzzyCASE, which allows us to model using EER 
and FuzzyEER tools. It incorporates all the notations shown in this work and in other 
works related to the FuzzyEER model (like the fiizzy constraints which are not 
detailed in Table 1, but which have not been dealt with by any author in his 
pubhcations). 

Some of the most important models are those proposed by [13, 21]. Table 1 
shows a comparison of the FuzzyEER model with those models. Each cell shows a 
"Yes" if the model has that component or modeling tool (even if it has another 
notation). In the opposite case the cell is empty. On the other hand, if the cell has a 
"Yes*" this means that the component has been confined in that model but with 
different characteristics than those of the FuzzyEER model, or, its characteristics are 
limited and more reduced than those of the FuzzyEER model proposed here. In 
general this difference is caused by the use of different types of domains and 
treatment of imprecision, or, by a type of degree. 

The filling of the Table 1 was based in two real experiences. First of all, in 
[26,28] we explore the role played by a client in a Real Estate Agency located in 
Malaga (Spain), where the issues was the degree measures the importance with 
which a client is "seeking for" or "offering" a property, without taking into account 
the "similarity" between the two roles. In this requirement we use the four models: 
FEER, ExIFO, Fuzzy ER and FuzzyEER, but the only that allow representing Type 3 
and 4 was last one. Second of all, the Fuzzy Autopoietic Knowledge Management 
(FAJCM) model develop in [15]', uses a FuzzyEER model to represent Knowledge 
attribute Type 1, Type 2, and Type 3 related at the quality control process of the 

' The aim of the model is to integrate the system theory of living systems, the 
cybernetic theory of viable systems, and the autopoiesis theory of the autopoietic 
systems, with the hope of going beyond the knowledge management models that are 
based, among other things, on Cartesian dualism cognition/action (i.e., on a model of 
symboUc cognition as the processing of representational information in a knowledge 
management system). Instead, the FAKM model uses a dualism 
organization/structure to define an autopoietic system in a socio-technical approach 
[15]. 
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paper in a manufacturing company located within the Maule Region south of 
Santiago in Chile, studied in [26]. 

9 Conclusions and Future Lines 

Fuzzy databases have been widely studied with the aim of allowing the storage of 
imprecise or fuzzy data and the imprecise queries about the existing data [34,35]. 

However, the application of fuzzy logic to databases has traditionally paid little 
attention to the problem of the conceptual model. Few investigations study a 
complete and exhaustive notation of the many characteristics, which may be 
improved using fuzzy logic. The FuzzyEER model intends to do so and in this study 
we have focused on the following: types of fiizzy attributes (Tl, T2, T3 and T4), 
fuzzy degrees associated or not with different items and with different meanings, 
degrees with respect to the model, fUzzy aggregations, fuzzy entities and 
relationships, fiizzy weak entities and degrees in a specialization. 

All these concepts allow to extend the EER model to a fuzzy FuzzyEER model 
[26]. Therefore it may be stated that a data model which contemplates fiizzy data, 
allows us to represent a type of data in an information system, which the traditional 
systems do not deal with and so, this information is lost in such systems. This 
reduces the risk of obtaining empty answers fi-om queries in the database, since fiizzy 
logic allows us to use a finer scale of discrimination, as it considers the interval [0,1] 
instead of the set {0,1}. In other words, it allows us to recover instances that would 
not be obtained using a precise method, as they only partially meet the imposed 
conditions. Furthermore, the set of instances can be ordered according to the level at 
which it satisfies the conditions. This leads the way for creating queries and 
operations, which would be non-viable in a traditional system 

Some of the FuzzyEER notations may be used in a FSQL (Fuzzy SQL) server, 
which is an extension of SQL for permitting fiizzy queries and operations [34]. 

In the Table 1 it has been shown that the model FuzzyEER proposed by the 
authors of this paper, allows to model using the components of EER a treatment of 
uncertainty: degree and attributes that generate outlines that model in good part the 
uncertainty using fuzzy logic. 

Finally, we think that this paper gives an interesting overview of the subject, first 
step to establish a formal approach to deal with uncertainty in fuzzy relational 
databases. As a future line we hope to get this formal approach, nevertheless, for the 
moment we have in [15,26,28] two serious works related. 
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Abstract. This paper describes the concept of the self- and meta-
representation capabilities of the organization, a constituent of what we call 
the organizational mind. Our claim is that these capabilities are responsible for 
the emergence of a collective self that is of central importance in the formation 
of the organizational identity. These capabilities are relevant to the 
information systems field, as Information Technology applications play a 
central role in the support of those representational capabilities. The paper 
presents a summary of a theoretical perspective that supports a research 
project aimed at developing a fi'amework to guide managers diagnosing 
identity dysfunctions resulting from impaired representational capabilities of 
the organization. 

1 Introduction 

This paper focuses on the self- and meta-representation capabilities of 
organizations, a constituent of what we call the organizational mind. Our claim is 
that these capabilities are responsible for the emergence of a collective self that is of 
central importance in the formation of organizational identity. These capabilities are 
relevant to the information systems field as Information Technology (IT) 
applications play a central role on the support of those representational capabilities. 

The idea that an organization forms and uses representations of itself and of 
relevant external entities with which it interacts as well as meta-representations 
derived from self-representations, is based on an analogous phenomenon occurring 
in the human mind. Human representational capabilities are herein taken as a 
metaphor to explain the organization's ability to think and act as a coherent whole -
a collective and distributed self. 

Please use ihefoUowingformal when ctl'tng this chapter: 
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Although the exploration of this metaphor might demand empirical work, we 
believe that it constitutes a plausible and promising foundation to be applied in 
organizations for diagnosing the origins of performance problems arising from 
identity dysfunctions and for defining structural requirements for successful 
performance. 

Section 2 provides the context for the representational capabilities of the 
organization - the organizational mind framework. It is not the purpose of this paper 
to present the details of current knowledge about the human mind developed in 
Neurosciences due to the limited space of a paper. Thus, in section 2.1, we provide 
only an overview of the main concepts supporting the metaphor from which we will 
develop the organizational mind framework. Section 2.2, we identify specific 
capabilities of the human mind that will be used to locate and study equivalent 
capabilities of the organization. These organizational capabilities will be approached 
as complex collective constructs that will be incrementally developed and validated 
in multilevel research and theory development [1]. 

Section 3 details the concept of self- and meta- representation capabilities and 
states its relevance for organizations, the first multilevel construct to be studied. In 
Section 3, we briefly describe how current and emerging IT may be used to leverage 
the representational capabilities of the organization. 

2 Representational Capabilities and the Organizational Mind 

The representational capabilities of organizations are only one aspect of a 
comprehensive framework we designate as the organizational mind that we aim to 
develop further and whose usefulness we expect to demonstrate in a broader and 
interdisciplinary research program. The organizational mind concept will be 
developed and operationalized by defining the organizational equivalent to human 
perception, cognition, emotion, and consciousness. This concept will relate 
organizational aspects such as structure, human resources management, power, 
culture, strategy, change management, leadership, innovation, learning, and IT 
applications. The intercormection of all these aspects may lead to an integrated view 
of distributed perception, cognition, emotion, and consciousness in organizations. 

Our approach does not imply reifying the organizational mind but to use those 
human-mind-centered concepts metaphorically to estabhsh the basis for an 
explanation of how the organization's members collectively gather information from 
the environment and from its interior, interpret it, build an image of the organization 
as a whole, recognize the organization's problems and needs, project its action and 
construct its ftiture. 

2.1 Human Mind 

According to scientific knowledge produced in the neurosciences (e.g., [2-5]), the 
human mind emerges from the brain devices that support the mental processes of: 
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Perception. This mental process enables human beings to know external objects and 
events, events happening inside the body, mental objects such as thoughts and modes 
of thinking, and of the self in relation to perceived physical or mental objects. 
Cognition. This mental process includes aspects such as vigil, production of 
thoughts, attention, memory, language, and reason. 
Emotion. This mental process is built from simple and automatic responses to 
competent stimuli. Emotions are specific repertoires of action that help an individual 
to achieve the circumstances conducive to survival and well-being. 
Consciousness. This mental process enables the knowing of an object or action that 
can be ascribed to the self. The nuclear consciousness provides the individual with a 
sense of the self, the now, and the here. The extended consciousness provides a 
complex sense of self, corresponding to an individual's identity. Consciousness 
permits also the knowledge of an individual's history, and his or her past and 
anticipated future, and enables him or her to stay alert to the surrounding world. 

In conjunction, these mental processes give rise to mental phenomena such as: 
Feelings. Mental images that assist in making choices regarding self-preservation. 
They are the expression of emotions at the mind level. Feelings help us to solve non­
standard problems involving creativity, judgment, and decision-making, requiring 
the display and manipulation of vast amounts of knowledge. Feelings can help or 
impede learning and recall. 
Learning. The construction of new knowledge about the world that surrounds an 
individual and her or his role in that world, and about the self and its own potential 
for action and interaction. It is intimately related with Ufe experience. Learning 
changes the way the individual perceives, thinks, and behaves in order to 
accommodate new experiences. 
Intelligence. The capacity to manipulate knowledge for the plarming and execution 
of new answers to any problem perceived as endangering survival or well-being. 
Creativity. The capacity to produce new ideas and new things. It is rooted in the 
cognitive functions of memory, reason, and language and is informed by the 
revelations of consciousness. 

The above processes and phenomena support human action and its adaptive 
characteristics They demand the existence of representations that enable humans to 
exercise self-control in social situations and to use the "I" in a fluent and correct 
way, know the current body configuration and status, engage in self-imagery, 
identify feelings such as happiness, and show sympathy with the distress of others 
[2]. 
Such representations include (i) the internal milieu and viscera via chemical and 
neural pathways, (ii) musculoskeletal structures, (iii) autobiographical events, (iv) 
causal and simulation models of the relevant aspects of a body's movable parts, the 
relations between them, the relations to its sensory input, and its goals, (v) causal and 
simulation models of the social world in which it finds itself, and (vi) where one is in 
space-time and the social order. 

Disturbances in the self- and meta- representation capabilities of humans may 
result in inability to acquire new knowledge, loss of autobiographical information; 
inability to recognize thoughts as one's ovm thoughts, inability to recognize body 
parts as one's own, inability to inhibit unwise impulses, personality changes, reckless 
in decision-making, and social insensitivity. 
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Representational damages impair identity [6]. Identity enables the integration of 
body-state signals, the evaluation of options, and the choice-making. Thus, humans 
are able to act as a coherent whole, not as a group of independent sub-systems with 
competing interests. Identity also permits the self/non-self distinction, and enables to 
distinguish between inner-world representations and outer-world representations and 
to build a meta-representational model of the relation between the outer and the inner 
identities. 
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Fig. 1: Mental processes and supporting self- and meta- representations 

2.2 Organizational Mind: An Evolving Concept 

Terms such as knowledge management, organizational memory and identity, 
business intelligence, and organizational learning are becoming usual in the 
discourse of the social and organizational sciences. Each presupposes a parallel 
between the human mind and the organizational capability of intelligent 
manipulation of knowledge to support the planning and execution of new and better 
solutions to problems concerning survival and well-being. However, when the 
literature in the fields conveyed by those terms is analyzed, this parallel is lost in 
favor of sociological, economic, and technological views, often explored separately. 

One of the earliest references to the term "organizational mind" is provided by Ian 
Mitroflf, in his book "Stakeholders of the Organizational Mind" [7]. The 
organizational mind is equated with the collective thinking of organizational 
managers and the consequential management and organizing practices. In his book, 
Mitroff relates the organizational types with the personality types and ego states of 
top managers. 

Other authors have brought the concept of organizational mind into relation with 
a shared understanding of strategic problems, competitive conditions, and the 
internal and external enviromnents they face [8]. 

In general, this initial view presents the organizational mind as the global 
information processing system of the organization, which includes human and 
technological processors. This global system permits the access, transformation and 
delivery of information from a variety of perspectives. 
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This view has evolved by integrating important insights from Psychology and 
Social Constructionism. Weick and Roberts [6] state that the heedful interactions 
between its members generate the collective mind of an organization. In order to be 
effective, newcomers must be socialized into the collective mind. The collective 
mind emerges from the joint production of thoughts (cognition) in the process of 
heedful action and interaction. This view brought to consideration organizational 
mindfulness, considered important to organizational learning ([9,10]). Organizational 
mindfulness is local and situated, involves thinking in "real time" and is 
simultaneous with the execution of action. Thus, it involves both action and 
cognition. Organizational mindfulness enables the organization, as a whole, to reveal 
new opportunities in the ongoing activity and keep its action close to the defined 
plans and expectations. 

Another view of the organizational mind emerged from the claims of complex 
systems theory [11]. The organization is seen as a self-organizing, adaptive, 
nonlinear, and complex system showing the following properties [12]: 
Connectivity: resources, human and non-human, are intercormected; managers 
should think global and act locally. 
Indeterminacy: although reality abides the law of causation, knowledge of the effect 
of any particular cause is an approximation and never a fact that can be known in 
advance; the how of change must be constructed as the change unfolds. 
Dissipation: reality is the product and the framework of thinking, action and 
interaction. It is in permanent motion. 
Emergence: Thinking, action, and interaction are continuously changing and 
producing emergent phenomena; managers should let go of command and control. 
Consciousness: it is an emergent phenomenon in organizations and comprises the 
collective consciousness of every individual within the bounds of the organization., 

The above properties support the emergence of organizational mind. The 
organizational mind is ever in motion. It is an emergent, distributed and transactional 
phenomenon conceiving shared thoughts and feelings, shaping desires, assembling 
plans, evaluating experience, interpreting perceptions, and initiating actions. 
Leadership is a discretionary role open for every employee rather than a fixed 
privilege of a particular hierarchical position in the organization. 

The chaordic view of the organizational mind is often criticized for its lack of 
empirical research and by not providing an usefiil operationalization of the 
theoretical claims. Another critic is that there is a tendency to reify the organizational 
mind, seeking the social mechanisms responsible for the emergence of a new being 
or a meta-consciousness independent from the individual consciousnesses that give 
rise to it. 

The above theoretical views of the organizational mind advance some important 
explanations for collective and distributed cognition and action in organizations, but 
they have not been successful in providing methodological tools to study the 
working of organizational mind or to improve its intelligence, learning ability or 
creativity. We consider that recent knowledge on human mind developed in 
Neurosciences may provide those methodological tools. 

The next paragraphs of this section offer a first glance at the concepts that can be 
used to develop the organizational mind concept. This concept can then be used to 
develop the necessary tools to diagnose possible dysfunctions in the organizational 
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mind and to improve its intelligence. Some of the ideas here expressed are already 
being explored separately by some authors ([13-15]). 

The organizational mind comprises processes and phenomena corresponding to 
those found in the human mind. It is our expectation that the organizational mind 
constitutes an interesting and useful framework to assist the study of how collective 
experience is understood and memorized, highlighting the events and objects that 
organizations choose to pay attention to. It has also the potential to assist in 
understanding the language elements upon which the organizational experience is 
constructed and what processes enable organizations to reason about that experience. 
By constructing representations about itself and its enviromnent, an organization, as 
a collective self, creates a sense of meaning about the world and its action in that 
same world. The organizational mind framework can be used to improve an 
organization's capabilities for survival and also to guide its members' search for 
their collective well-being. 

Using the organizational mind framework, researchers and managers will be able 
to evaluate an organization's mental capabilities of: 
• Intelligence - how its members use the available knowledge to plan and 

implement solutions to problems and environmental challenges, ensuring the 
organization's survival and well-being; 

• Learning ability - how their members collectively accommodate new 
experience by changing the way they perceive, think and behave; 

• Creativity - the organizations' capability to produce new ideas and new things 
to ensure a dynamic adaptation to the internal and environmental challenges and 
opportunities. 

To consider the organizational mind concept presupposes to view an organization 
as a whole capable of coherent behavior and of holding some sense of a collective 
self. 

2.3 Representational Capabilities of Organizations: A Collective Construct 

Research constructs can be thought of as "conceptual notions whose existence must 
be inferred from more observable actions or features of an entity" [1]. Constructs 
that describe phenomena observed at the level of any interdependent and goal-
directed combination of individuals, groups, organizational units, organizations or 
industries are collective constructs. 

Collective constructs may be measured at various levels of analysis. The most 
elementary unit of analysis of any collective construct is the individual behavioural 
act. Individual action is influenced by a multitude of situational and contextual 
factors. Within a social system, the action of individuals meets each other in space 
and time, resulting in interpersonal interaction. "As interaction occurs within larger 
groups of individuals, a structure of collective action emerges that transcends the 
individuals who constitute the collective" [1]. In organizations, human interaction is 
mediated or made possible by IT applications. Therefore, IT applications are a key 
element of the structure of collective action. 

A collective construct may manifest itself at several levels of analysis, presenting 
similarity of function but not of structure. The function of a construct refers to its 
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causal outputs or effects. Functional analysis is the assessment of a construct's 
outputs in the organizational system. 

The self- and meta- representation capability of organizations is a collective 
construct describing a phenomenon that can be observed at several levels of analysis. 
Individuals create representations of themselves as members of the organization they 
work for, their work interactions, their job history, [mental and material] models of 
the organization's social systems in which they are integrated, and their place in 
space-time and social order. 

The actions of individuals are constrained and guided by the above 
representations. In the process of acting, individuals also create and transform 
representations. At the group level, collective action emerges that transcends the 
individuals who constitute the collective. Collective action that becomes recurrent, 
materially bounded and situated may be called practice [16]. This practice is 
mediated or enacted by IT applications. 

As groups try to make sense of their actions within the context of the 
organization, they create and transform shared representations of themselves as 
social systems working within a larger social system, the organization. These are 
collective self- and meta-representations mediating the perceptions of group 
members and the understanding of their reality [16]. 

The organization is the highest level of analysis considered in our research. The 
structure of the construct is similar to the structure of the construct at the level of 
organizational groups. The only difference is that we have to consider groups and 
inter-groups practices and representations as well as representations of relevant 
entities outside the organization and of organizational interactions with those 
entities. 

Self- and meta-representation capabilities at all levels in the organization enable 
the acquisition of new knowledge, production and retention of autobiographical 
information, recognition of thoughts as one's own thoughts, define boundaries and 
recognize the constituent of one's social body, inhibit imwise impulses, create a 
sense of personality continuity, produce coherent decision making and create social 
sensitivity. The representational capabilities are the main holders of identity. 

One last point that must be considered in our research is that, at all levels of 
analysis, the process of self- representing is shaped by contextual dimensions such as 
structural, political and symbolic characteristics of the larger social system within 
which the object of analysis operates. 

The organizational self- and meta- representation capabilities imply that the 
organization is capable of forming and using representations of itself and of the 
interactions with relevant external entities (self-representations), and representations 
built upon self-representations (meta-representations). Self- and meta-
representations address (i) what is "perceived", moment-by-moment, as happening in 
its internal and external environments; (ii) its envisaged future; (iii) past experience; 
(iv) its structure, causal, and process models of its internal workings; (v) structure, 
causal and process models of its social and economic environment; (vi) presumed 
image held by relevant stakeholders about the organization. 

Accordingly, disturbances in the representational capabilities of an organization 
may result in inability to acquire new knowledge, loss of autobiographical 
information, inability to define shared insights, concepts, and motivations, inability 
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to recognize organizational units as integrating parts of a whole, inability to agree to 
sanctioned action, inability to set up consistent patterns of decision and action, and 
environmental and social insensitivity. 

Organizational identity may also be impaired by representational damages 
([6,17]). Although there are obvious and fundamental differences between how 
identity and representations are implemented in humans and organizations [18], there 
are also important conceptual similarities that can be explored, contributing to a 
more precise conceptualization of the organizational identity [19]. 

3 Why Monitoring tlie Representational Capabilities of the 
Organization is Important 

In humans, the representational capabilities are essential to intelligent behavior since 
they are the foimdation of human identity. Likewise, we can asstime these 
capabilities are essential to organizational intelligent behavior because they are the 
foundation of organizational identity. 

An organization's representational capabilities are distributed by different 
organizational actors, both human and automatic. Furthermore, as these 
representations have multiple usages they are relevant to very different 
organizational activities and phenomena. Finally, the different nature of these 
representations imply different ways of creating, storing and retrieving them.. 

All these aspects of organizations' representational capabilities justify that they 
are cared for in organizations. This is actually already happening. However, the 
organizational activities/processes that deal with representational capabilities are 
independent from each other, therefore concealing the common aspects and object of 
these different activities. 

3.1 Organizational Identity 

Organizational identity has been the focus of much work in organizational sciences, 
psychology, and management sciences. Organizational identity is particularly 
relevant since our research addresses a key component of identity formation, the 
self- and meta- representations required for the emergence of a collective and 
distributed sense of self. While this is a reasonably unexplored organizational 
phenomenon, some efforts have already been developed ([18-22]). 

Self-categorization theory focus on the self-categorization of individuals as 
members of groups; 
Symbolic interactionism focuses the construction of the self from the 
representations individuals and groups hold about the perceptions of others. 
Studies of communities of practice, role playing theory, structuration theory, 
and communication theory focus the construction of self-representations 
through interaction inside and with the outside environment of the organization. 
Narrative and discourse analysis focus the elicitation of self-representations 
and their reformulation through organizational dialogues. 
Institutional theory focuses stable self-representations. 
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• Boundary phenomenology addresses the concept of autopoietic unity as a 
metaphor to explore issues of organizational identity and integrity. 

• Theories of shared mental models and transactive memories focus how self-
representations are held in organizations. 

• Information Systems theories have been highlighting the requirements for 
systems and technological architectures that effectively support representations 
and meta-representations of the collective self 

3.2 Information Technology Support to Organizational Representation 
Capabilities 

IT applications constitute one of the key components of the representational 
capabilities of an organization. This section provides a first approach to the IT's role 
in leveraging an organization's ability to create, preserve, and transform 
representations. Table 1 presents some types of IT applications and the 
representations that they deal with. For the purposes of this presentation, we 
regrouped self- and meta- representations in 5 tĵ pes. 

Moment-by-moment organizational experience: the transactions, operations, 
measurements, and communication happening in all levels of the organization which 
are mediated or enacted by the system. Envisaged future: goals, strategies, forecasts, 
and objectives stored or defined with the help of the system. Past experience: 
patterns of behavior, decision or interaction with stakeholders eUcited by the system. 
Structural, process, and causal models: models of the organization itself, models of 
the organization's business and market, and models of the economic, social or 
political environments. These models include the relevant parts of each of those 
domains, the relations between the parts, the relations of the parts with the inputs of 
the domain, and the domain's goals. These models may be produced by information 
systems and used to simulate and predict behavior as well as to define the 
appropriate action to avoid or solve problems and to take advantage of opportunities. 
Organizational image: the image that organizational members believe relevant 
stakeholders, business partners or competitors have of their organization and that 
information systems help shaping. 

Table 1. Representations created or handle by information systems used in organizations 
Moment-by- Envisaged Past Models Perceived 

moment future experience organizational 
experience image 

Just-in-time inventory systems X X 

Value Chain Mng Systems X X X 

E-business Systems X X X 

Decision Support Systems X X 

Business Intelligence Systems X X 

Human Capital Systems X X X 
Systems to Support 

Communication X 

Collaborative Systems X 
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Just in time inventory systems hold representations of the innards of an 
organization, the stored items and their quantities as well as the needs for new items 
or their arrival. At the heart of these systems is a certain model of supplier behavior 
and of the organization's interaction with suppliers. 

Value chain management systems hold representations of the internal workings of 
the organization and its interactions with suppliers and customers. They can also 
elicit patterns of behavior and of interaction with suppliers and clients, and simulate 
their reactions to different organizational initiatives. Finally, these systems help 
organizational members, either intentionally or unintentionally, projecting an image 
of their organization. 

E-business systems register transactions and communication. They also serve as 
gateways to the internal workings of the organization, thus helping to define its 
boundaries. They help form a view of the past experience of the organization by 
linking different kinds of stored representations. E-business systems also help 
shaping the organizational image. 

Decision support systems, by allowing the simulation of decisions, help 
organizational members envisage possible futures for the organization or of an 
organizational unit. They are rooted in causal models of the organization or relevant 
domains of its environment. More sophisticated systems of this kind generate these 
models. 

Business Intelligence Systems, with their typical data mining tools, support the 
elicitation of the past experience of an organization and generate causal models. 

Systems that support communication register and deliver representations of the 
thinking and action, both of organizational members and external entities that 
communicate with them. 

Collaborative systems support the moment-by-moment thinking and action of 
work groups, helping them to form views of the organizational past and decide for 
the fiiture. 

The categories of systems included in the table were chosen for their widespread 
use, facilitating the understanding of their role in the creation and transformation of 
organizational self- representations. In our future work, we intend to develop a 
systematic mapping of the information systems categories together with the 
representations they handle. The table also emphasizes the possibility of an 
organization having several, possibly conflicting, representations of the same object, 
either physical or conceptual. 

Our research will present new ways of using present IT to leverage the 
representational capabilities of an organization, therefore improving the collective 
capabilities of problem solving, decision making, adaptation to changing conditions, 
and construction of a common future. 

4 Conclusion 

This paper focuses on one of the aspects of what we called the organizational mind: 
the self- and meta- representation capabilities of the organization. We described the 
concept as defined for the human mind and tried to build a bridge to what may be 
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similar capabilities in organizations. In doing this we are assuming that such 
organizational capabilities are responsible for the emergence of a collective self 
which is of key importance for the ability of the organization to act coherently and 
intelligently in response to internal or external threats to its survival and well-being. 

In fiiture research, we intend to verify the propositions we are assuming in this 
paper, namely, that it is possible to define the requirements of healthy 
representational capabilities for the organization and that disturbance in these 
capabilities may lead to identity dysfunctions that negatively affect the 
organization's performance. 

At the Information Systems Department of the University of Minho (Portugal), 
we are starting a research project within the lines of thought described in this paper. 
The objectives of the project are: 
1. To define the concepts of "organizational self-representation capability" and 

"organizational meta-representation capability", using the human capability for 
self-representation and meta-representation as the supporting metaphor. 

2. To define the structiu-al, socio-cultiu^al, and technological components of the 
above concepts in organizations. 

3. To design an architecture for the organizational key components of the concept. 
4. To develop key performance indicators to measure the maturity of the self- and 

meta- representation capabilities of the organization. 
5. To define a model linking the organizational representational capabilities to the 

emergence of organizational identity. 
6. To create a method and a prototype of a supporting computer based tool to assist 

(a) the diagnosis of potential identity dysfunctions related with problems in 
representational capabilities of the organization, and (b) the planning of 
effective interventions to reduce the diagnosed dysfunctions. 
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Abstract. This paper presents semiotic engineering - a semiotic theory of 
HCI. The theory has the advantage to integrate back end anA front end design 
and development perspectives into a single metacommunication process that 
affects the user's experience and, ultimately, the success of any system. By 
means of illustrative examples, we show the kinds of effects that can be 
achieved with the theory, and discuss why a semiotic perspective is relevant 
for the future of information systems. 

1 Introduction 

This paper presents the gist of semiotic engineering, a semiotic theory of human-
computer interaction (HCI) 0. Back in 1980, Ives et al. proposed a model to organize 
Information Systems (IS) research 0. They structured the world of IS in three layers: 
the external environment, the organizational enviroimient, and the IS environment. In 
their view, as a discipline, IS should investigate three embedded environments within 
the IS environment, namely: the user environment, the IS development environment, 
and the IS operation environment. Although at the time HCI did not exist as a 
discipline, in retrospect we see that in the last two decades, the contribution of HCI 
to IS research comes from complementary perspectives. From inside the IS 
environment, HCI sets out to discover, organize and instrumentalize knowledge 
about the user environment. From the outside, HCI sets out to provide knowledge 
about how the whole IS environment interacts with the organizational environment 
and the external enviroimient. 

The specific contribution of semiotic engineering to IS design and evaluation is 
twofold. First, it has the ability to integrate the perspectives of back end and front 
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end development activities, and to let the users know and enjoy the benefits of all the 
intellectual efforts that eventually crystallize into software artifacts. Second, it has 
the ability to frame the users' experience within increasingly broader contexts of 
communication - from basic user-system dialogue, to contemporary user-in-
cyberspace activity. Bearing on key concepts drawn from the work of such 
semioticians as Peirce 0 and Eco 0, this theory views all instances of HCI as 
involving a particular case of computer-mediated communication (CMC). In it, the 
producers of interactive technology talk to users through the interfaces of the 
artifacts they build. Although this CMC perspective is the hallmark of all semiotic 
approaches to HCI and IS [5-8], semiotic engineering is different because it is a 
theory, not a semiotic analysis, of HCI. Hence, it has its own ontology, from which 
specific models and methods to support design and evaluation can be derived [1,9]. 

One of the difficulties for practical collaboration between HCI and IS researchers 
is that mainstream HCI is heavily influenced by cognitive theories, like Norman's 
cognitive engineering and user-centered design (UCD) 0. A study of about research 
in Computer Science (CS) found that HCI publications are outliers compared to 
others. For example, they do not have Mathematics as a reference discipline, they do 
not use mathematical methods of analysis, and don't aim to formulate processes or 
algorithms 0. Because these three features are predominant throughout CS, there is a 
gap between disciplines, which makes it difficult to turn HCI contributions into a 
scientific and practical asset for both CS and IS. Semiotic engineering, however, may 
constitute an important step for bridging this gap. 
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Fig. 1. Norman's execution and evaluation gulfs 

A brief illustration of the kinds of contrast between semiotic engineering and 
Norman's influential cognitive engineering 0, for example, helps to show why IS 
design and evaluation can benefit from what we propose. Cognitive engineering 
views human-computer interaction as the traversal of two gulfs (see Figure 1). All 
interaction is dominated by the user's overall goal. Given this goal, interaction starts 
by the user establishing her immediate intent {e.g. playing back her favorite CD in 
her new laptop), then plarming how to achieve it as result of various software 
functions, and finally executing the plan by activating interface controls. These three 
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Steps help the user traverse the execution gulf that spans between user and system. 
Next, the user must perceive the signal corresponding to the system's reaction {e.g. 
the button • turns from grey to black), interpret what it means (she can press it to 
start the playback), and evaluate her success. These three steps help the user traverse 
the evaluation gulf. User-centeredness springs from the fact that all relevant activity 
for HCI is enacted by the user, even if as a response to what the system suggests. 
Norman's original theory does not include the system as a partner in HCI, which 
represents a radical shift from the once traditional view that user and system play 
equal (or, more often than not, unequal) parts in interaction. By the same token, his 
theory makes it difficult for IS researchers and developers to connect to HCI. 
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Fig, 2. A screen shot of Windows® Media Player® 

The kinds of design concerns that the theoretical foundations of UCD help 
address are eminently cognitive: How difficult is it for the user to know what to do 
or expect? How difficult is it to learn something new? How difficult is it to retain 
and recall it? Which analogies and metaphors can be used to accelerate the 
appropriate framing of concepts to be learned? As a result, voluminous research and 
valuable techniques based on cognitive theories helped designers make interaction 
easier for users, and account for most that is meant by usability. Nevertheless, usable 
technologies have to exhibit qualities other than cognitive. For example, what other 
sorts of theories will explain (or support) design choices and decisions in the 
Windows Media Player® interface (see Figure 2)? How does a designer integrate 
being connected (and takes full advantage of it) into the user's experience while she 
is listening to her CD? Which theories and techniques support choices about what 
information to display on screen, what links to offer (for further details about artists 
and music), what related activities to enable (buying other CD's or chatting with 
other fans)? And how should all these things be expressed - through words, images. 
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sounds, movement? The best answers to each of these and other related questions 
determine the success of technology, and they are not always easy to find. Notice, for 
example, that in Figure 2, although the preferred interface language is English, an 
effect of automatic customization (based on the user's IP being located in Brazil) 
incorrectly introduces linguistic miscellanea in the user's experience (the three 
rightmost tabs magnified in Figure 2 contain words in Portuguese), but correctly 
directs the user to "MSN Music Brasil". 

Various HCI approaches have helped address the above questions and issues. 
Some examples are: activity theory 0, the language-action perspective (LAP) 0, 
social computing 0 and online communities 0. Language and communication-
centered approaches like LAP, in particular, have been praised as a relevant 
alternative approach to IS design. According to Hirschheim and co-authors, they 
"point the direction which some important IS research will likely take in the future to 
strengthen the interpretive and critical traditions [...] within the field" 0. 

Compared to both cognitive approaches and LAP, semiotic engineering is 
different because it emphasizes the coimnunicative role of designers and developers 
in HCI, and brings them up into the user environment of IS research. It promotes 
intent (users' and designers') to first-class citizen in HCI, and centers around the 
necessary communicative settings that will bring designers and users together at 
interaction time 0, to negotiate the scope and evolution of shared meanings encoded 
in software. Cognitive approaches, for instance, deny the presence of designers at 
interaction time. And LAP, in spite of its explicit account of IS as communication 
systems, typically focuses on IS-enabled communication among users, and not on 
designer-user conmiunication. 

In the remainder of this paper we will: briefly outline the profile of semiotic 
engineering; present an example of the kinds of account and epistemic tools that the 
theory can provide; and discuss the advantages of semiotic engineering as a means to 
bridge the gap between HCI and IS. 

2 Semiotic Engineering 

Our theory centers around two fundamental concepts: metacommunication and 
meaning. Metacommunication is "communication about cormnunication". It is the 
main process taking place in user interfaces and, ultimately, in HCI: interfaces and 
interaction enable designer-to-user communication(i) about all designed types of 
system-user communications(ii) and their corresponding effects. Top-level 
communication(j) is a one-shot comprehensive message that can be paraphrased as: 

Here is my understanding of who you are, what I've learned you want or need to do, in 
which preferred ways, and why. This is the system that I have therefore designed for you, 
and this is the way you can or should use it in order to fulfill a range of purposes that fall 
within this vision. 

The addresser "I" in the message is the artifact's designer (or a spokesperson for 
the design team), and the addressee "you" is the user (or the users). The content of 
the message is strongly referenced to the context of design (where the design vision 
is elaborated and imprinted in the design product). It is unfolded through the process 
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of interaction, just like the content of a book is unfolded through reading. Hence, 
ontologically, designers and users belong to the same category - they are 
interlocutors at interaction time. This is one of the major differences between 
semiotic engineering and prevailing HCI theories. It underlines the fact that the 
legitimacy and consistency of the message ("this is the systems that I have build for 
you") depend on the design intent being shared and restated at every single stage of 
the software development cycle. In other words, all developers must understand the 
metacommunication message, agree with it, and contribute to making it clear and 
useful to the end user. Another difference, related to the second central concept in 
the theory, is taking meaning to be a culturally-determined constantly evolving 
process, rather than a fixed target to be captured, encoded and met. Most implicit or 
explicit theories of meaning supporting computation and software engineering 
postulate that, just like computer (program) symbols each have their established 
(enumerable) meaning(s), human meanings occurring in various domains of activity 
are also fully determined a priori. However, human meanings like human life evolve 
in both predictable and unpredictable ways. In other words, "the user's meaning" is a 
moving target, and we as developers or designers can never claim to have fiilly 
captured it. But we can and do capture relevant parts of it, which are encoded in 
programs that inexorably compute and predict their occurrence according to well-
specified semantic rules. They encode our interpretation of users' meanings in a finite 
range of possible contexts. The better the job we do at the initial stages of design 
(through user studies), the greater our chances to communicate and share our 
understanding with users. When the unavoidable step to outside the boundaries of 
encoded meanings is made, and the user begins to mean things that are "knowable" 
but not "known", user's satisfaction will be more dependent on "communicability" 
than on "usability" 0. Here is a plausible e-commerce scenario to illustrate this. 

Scott has been using E-Store for a number of years and different purposes; buying 
books and computer supplies; buying music Cbs, DVDs and cooking books; buying gifts for 
friends and family of all ages. E-Store uses sophisticated recommendation systems and 
powerful customization techniques. So, Scott has "his" E-Store, that is nothing like his 
wife's. Hers looks a different locale - a department store, whereas Scott's feels like a huge 
music and entertainment warehouse. Based on his purchasing habits over the years, Scott's 
E-Store puts together recommendations for HCI books back to back with others for 
children books. Likewise, the organization of store sections gives the same priority access 
to computer supplies as to flowers (which he often sends to his Mom). He understands this, 
but he really doesn't like it that much - he'd rather not get the flowers in the way when he 
visits E-Store for professional purposes, not get recommendations for Dr. Seuss books 
when trying to check the latest design guidelines for cell phone browsing. 

He then decides to use his email strategy to get around the annoyance. Just like he has 
5 different emails accounts for different purposes, he chooses to create specialized 
personas for E-Store. He clicks on the ' I f you are. not Scott click here' link to create 
"Skip", his "professional clone". All works fine til l "Skip" decides to purchase his f i rs t lot of 
professional books. As he provides his credit card and billing address information, a red 
light flashes online; "The Information you provided Is apparently that of another user. Our 
Customer Service Department will get In touch with you, both electronically and through 
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regular mail. I f you want to so.\i& the data you have provided so far, click on 'Smz 

information for future use'. We are sorry for the inconvenience." 

A number of meaning-related aspects are illustrated by this scenario. First, Scott 
is happy that E-Store provides recommendations and customized shopping 
experiences. Second, Scott understands how recommendations and customization 
work. The only annoyance is that over time the mixed types of purchases he makes 
online mess up Scott's E-Store. But, third, no problem: he thinks he knows how to 
get around the issue, using knowledge from his online culture. Fourth, E-Store 
supports his strategy for a while, but breaks down when it comes to finishing Skip's 
first purchase online. Why? Because parts of information provided by customers as 
they conclude purchasing processes online are used as identity keys. As it is usually 
the case in social life, identity is a unique image of you. No two people can share the 
same identity. But online we can have multiple identities, often confused with 
multiple roles by both users and designers. 

So what about evolving meanings as opposed to fixed meanings? When E-Store 
was developed, all agreed that identifying the users was a key need if security and 
trust were expected to qualify the users' experience. They decided to identify users 
by means of a particular tuple of data extracted from the most reliable and valuable 
piece of information they provide - their credit card information and their personal 
name and address. Nothing wrong with that. But nobody could predict (not even 
Scott, if you asked him) that E-Store customers would ever wish or need to create 
clones online. So, designers and developers feel justified with respect to their 
original choices, Scott feels justified with respect to his current needs. And an 
interactive problem is in place. 

The issues involved in the above scenario are not only strictly pertinent to the 
user environment and how it interacts with the E-Store organizational environment, 
but also to how the user environment relates to the external environment, helping 
users engage in existing social and cultural practices. Lyytinen 0 remarks that 
sociotechnical approaches to IS bring together "features of the information system, 
user, and organizational environment". However, he says, because they focus on the 
technical aspects of IS, they may miss important factor lying beyond these {e.g. 
factors that belong to the external, socio-cultural, environment). Semiotic approaches 
are promising because Semiotics can be viewed as the logic of culture 0. 

Taking into account cultural signs and practices, and the way they are 
communicated, semiotic engineering can explain why Scott is right and angry, even 
if E-Store designers and developers are also right and justified. It can also call the 
designers' and developers' attention to the fact that the systems they produce will 
necessarily be used in different scenarios than the ones they thought of. Therefore, 
the more efficiently and effectively designers and developers communicate the key 
concepts of design rationale to users, the more efficiently and effectively users will 
work around the demands of context evolution and situational change. In this 
particular case, although the creators of E-store may be excused for not anticipating 
Scott's specific problems and preferences, merely signaling at the interface that the 
user's name, address and credit card info combine and constitute his identity should 
have put Scott's imagination on a more productive path. He would probably realize 
that his email strategy would not work for E-Store. 
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Semiotic engineering also explores the design and development consequences of 
the fact that computer meanings have human origin and destination. In spite of all 
formal verification procedures that can prove symbols to be consistently computed 
one after the other through all layers of software programming, semantic adequacy 
and relevance actually depends fully on human judgment. It takes a human mind to 
ascertain that any particular computation is, for all practical purposes, semantically 
adequate, and ultimately useful Feil! Fant Ikke referansekilden.. Hence, although 
HCI research does not use Mathematics as a foundational discipline or mathematical 
analysis as a method, knowledge about human meanings should contribute to both 
CS and IS. 

Semiotic engineering proposes to connect both ends by postulating that 
designers/developers, systems, and users, all belong to the same ontological 
category: they are all interlocutors whose conversations are inter-related. Designers 
are brought onto the stage of human computer interaction, where they communicate 
what they have done, how, and why, to the users of the artifact they have designed. 
The system's interface speaks for designers at interaction time. The interface 
conveys all communication that designers must and wish to exchange with users, 
effect all the expected results, exhibit all the expected behavior, and make all the 
possible sense of the conversation with the users. They are the legitimate 
representatives of the designer's mind. To design a system thus amounts to designing 
a rational mechanic spokesperson that will tell users what sense (predicted or not) to 
make of the artifact 0. Most importantly, it also amotmts to designing the remedial 
sense-making and meaning-negotiating dialogues, which will give users resomceful 
signs to reason upon and recover from communicative breakdowns and 
misunderstandings. 

Implicit in the above is the fact that the system, as the designers' deputy, must be 
able to explain itself to end users, to disclose the essence of its logic and rationale, in 
case of interactive breakdowns and/or system repurposing. This can only be achieved 
with sound underlying models that are comprehensible and satisfactory for all 
members of the development team. If the semantics of the design rationale, as 
intended by the designer, is tweaked or misinterpreted by developers, the users will 
suffer the consequence of nonsensical interface discourse. 

3 Communication and Metacommunication with an Online Store 

Like many other online stores, Amazon.com® makes extensive use of 
recommendation and customization techniques. Figure 3 shows a piece of the page 
Clarisse gets as she goes to http://www.amazon.com. 

Notice the explicit conversational style of interaction ("Hello, Clarisse"), 
reinforced in numerous dialogues as, for example, in the "Frequently Asked 
Questions" about recommendations (see Figure 4). FAQ techniques introduce a 
"user's deputy" in the conversation, one that speaks for the user (e.g. "Are my 
recommendations saved so I can look at them again later?"). The use of "I", "you", 
"we" establishes a speaker/listener structure, and even signs of persuasive rhetoric 
are present in the dialogue (e.g. "We wouldn't want you to miss something you 
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might enjoy!"). However, this natural conversation feeling is shaken when the user's 
deputy asks: "How do I turn off recommendations?" The advice is: "Simply click the 
link on our home page that says 'If you're not (your name), click here.' Then, leave 
the e-mail and password spaces blank and click the 'Amazon.com' tab. This will 
remove our recommendations for you until you sign in again." 

Ht jHn, ( i t o f K s t j . Wu have ?c;vr't;f ytt t j i iv.fy ' , for you, (3f you're not Cfsnsss, ci 

Fig. 3. A detail of Clarissa's customized entry page at Amazon.com 

How Recommendations Work 

Are my recommendations saved so 1 can look at them again iater? 

No. Your recommendations will change when you purchase or rate a new item. Changes in the interests of other 
customers may also affect your own recommendations. Because your recommendations will fluctuate, we 
suggest you add items that interest you to your Wish List or Shopping Cart. We wouldn't want you to miss 
something you might enjoy! 

Why was a particuiar item recommended for me? 

You'll notice "Why?" and "Why was I recommended this?" links next to recommended items on most product home 
pages. Click these links for a chance to rate or exclude the specific purchases and ratings we used to make a 
recommendation and therefore influence future recommendations that we make. 

How do I turn off recommendations? 

Simply click the link on our home page that says "If you're not (your name), click here." Then, leave the e-mail 
and password spaces blank and click the "Amazon.com" tab. This will remove our recommendations for you until 
you sign in again. 

Fig. 4. A detail of Amazon.com explanations about how recommendations work 

By framing HCI as metacommunication and shifting the traditional user-system 
interaction to a user-designers' deputy conversation, semiotic engineering provides 
conversational models and methods for designing critical parts of such 
metacommunication. For example, it calls the designer's attention to the importance 
of observing factors like topical structure in conversation. Notice that the user 
(through his deputy) is asking about "turning off recommendations". But the 
designer's deputy responds with apparent non sequitur discourse: "Click on the link 
that says 'If you're not (your name), click here'". Why raise a question of identity for 
turning off recommendations? Even worse: Why advise the user to belie her own 
identity? What other kinds of convenient side effects may this socially serious 
misbehavior cause? Why not simply have a link saying "Turn recommendations off, 
or another saying "Visit the store anonymously"? 
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Following Schon's reflection-in-action design paradigm 0, semiotic engineering 
bets on epistemic tools, which fire the designer's semiosis along certain structured 
paths for reflection. Thus, when the interaction style is explicitly and prominently 
conversational as with Amazon.com, the designer is led to ask himself questions 
about fundamental issues for productive verbal interchange: the consistent 
identification of interlocutors, topic and purpose of each message, turn-taking and 
rhetorical structure, and so on. More than that, in the spirit of semiosis, the designer 
is prompted to ask further questions, and explore the design space, taking semiotic 
engineering on board as an epistemic resource theory. 

In order to highlight the relevance of such issues for both front end and back end 
design and development activities, note that semiotic engineering has the power to 
raise issues of reuse in the Amazon.com example. Epistemic tools for designing 
communication in multi-user applications like groupware, online communities and 
others capture the design rationale and use it extensively for building the designer's 
deputy discourse 0. Thus, in the process, a designer is not likely to explain and 
justify a change of identity as a rational solution for turning off recommendations. 
This would be in obvious contradiction with one of Grice's famous maxims for a 
logic of conversation 0, which we integrate to our tools. 

Although the same range of effects caused by a given program may be 
interpreted in a number of different ways and serve many different purposes {e.g. 
allow for anonymous visits to an e-store and momentarily clear the recommendation 
list of long-time customers), there must be a differentiation of expression and 
representation when humans are engaged in interpretive processes for which such 
differences matter. This is the case not only of end users, but also of maintenance 
programmers and technical documentation writers. They must all know what the 
system can and cannot do, no matter how extensively reuse techniques have been 
applied to accelerate its development cycle or optimize its size and performance. 

Just for illustration, one of our tools walks the designer through the 
communication design space, asking questions like: Who is speaking? To whom? 
What is the speaker saying? Using which code and medium? Are code and medium 
appropriate for the situation? Are there alternatives? Is(are) the listener(s) receiving 
the message? What if not? How can the listener(s) respond to the speaker? Is there 
recourse if the speaker realizes the listener(s) misunderstood the message? What is 
it? 

A walkthrough of FAQ-style interaction reveals some interest facets. Is "the 
user" really speaking? Are the words in the questions phrasing really hers? And if 
they aren't, should "you" and "yours" be used instead of "the customer"? 

One last aspect that is somewhat related to identity, but more precisely to 
legitimate agency, can be seen on the snapshot in Figure 5, on the FAQ about "the 
page you made". Curiously, the designer's deputy is telling the user that she is 
(unknowingly and perhaps unwillingly) making an HTML page as she navigates 
through the store. But f̂ee isn't. The system is automatically assembling this page on 
the user's behalf, which raises issues of control and legitimacy in the whole cycle of 
interaction. Users may end up asking themselves what they are doing, and even who 
they are, given that the system is apparently taking the user's identity and doing 
unsolicited things along the way. Some may be pretty nice, some may not. Can the 
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user always trust this system then? The ethical implications of such choices are all 
very likely to emerge in the designer's semiosis along the design process. 

What is the Page You Made? 

The Page You Made is meant to help you keep track of some of the items you've recently viewed, searches 
you've recently made, and product categories you've recently visited, and help you find related items that might 
be of interest. As you browse through the store, we wilt bring to your attention items similar to those you are 
looking at. The Page You Made continually updates as you browse. We try to offer purchase suggestions that 
are most relevant to your recent shopping sessions. Our record of your activity on our site expires after a few 
hours. 

Fig. 5. A detail of Amazon.com explanations about the page you made 

4 Concluding Remarks 

Although semiotic engineering is firmly established in the HCI camp, it sheds light 
on universal semiotic processes that occur throughout the development cycle, and on 
the kinds of commitments and consequences that one is expected to assume when it 
comes to producing useful, pleasurable, high-quality information technology. 

Among the points we've raised in this paper, we want to highlight the following. 
First, we reject the view that meaning is a fixed ideal value that designers can elicit 
from users and hopefiilly encode into a system. The expectation that well done user 
studies will capture the user's meaning and entail satisfaction denies the intrinsic 
creative and evolutionary character of human nature. In terms of the future of IS 
research, this point suggests that abductive reasoning systems 0 and even 
evolutionary computing 0 may provide radically different conceptions of 
computation, and consequently broaden the spectrum of meanings that can be 
exchanged between the internal components of the IS environment, and between the 
IS environment and the socio-cultural environment (not only the sociotechnical 
environment). 

Second, semiotic engineering favors model-based design and development, 
although for a somewhat different purpose than is usually the case in literature 0. 
Instead of using models to generate implementations of specifications automatically, 
we propose to use them to generate explanations about design and implementation. 
These explanations should be primarily used to elicit and negotiate interpretations 
and meanings throughout the development cycle, with a positive effect on the user's 
experience at the very end of the process chain. That these models can be used for 
program generation or transformation is the object of formal methods investigation. 
The semiotic engineering point is that the semantic adequacy of representations used 
for specifications and programming is the object of human judgment, and not of 
automatic syntactic manipulations of symbols. 

Third, because the fundamental process in HCI is metacommunication of design 
rationale, it is of prime importance that this rationale be not undermined by 
programming practices (like the case of reuse, in our example) that carmot guarantee 
the consistency of the designer's deputy's discourse at interaction time, and hence 
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make sense to users. The role of contingency and context in intelligible 
communication 0 challenges the idea that design and implementation components 
can be reused wkhoui problems in communicative situations other than the ones they 
have been originally used for. The reuse ideal is fundamentally dependent on fixed 
and universal meanings. In terms of the future of IS research, this point suggests that 
software and design components, objects or patterns should include representations 
of the metacommunicative meanings with which they are thought to be associated. 
This integrative view of back end and front end issues is one of the strengths of 
semiotic engineering. 

Fourth and finally, because meanings evolve in unpredictable ways, allowing 
users to customize and extend applications (broadly covered by the term end user 
development 0) deserves high-priority among development techniques that are in line 
with our theory. Users should be able to incorporate contingent meanings to the 
technology, achieving evolutionary computing in a very particular way. Viewed from 
the perspective of the external environment, the IS environment would evolve on 
demand. 

Other theories and approaches to HCI usually don't bring all the above issues 
together. They tend to focus on one or another aspect only, contributing to the 
feeling that IS and HCI belong to worlds apart. The separation creates tension and 
favors independent initiatives that try to take care of the user environment within IS 
based on ontologies and models that exclude some of the most fundamental aspects 
of the users' experience. Because of its semiotic foundations, whereas other theories 
seek to provide tools and methods that generate answers to design problems, 
semiotic engineering's tools and methods are meant to generate questions. As 
epistemic tools, they are not intended to replace other tools, neither is the theory 
intended to replace other theories. This may frustrate IS developers and researchers, 
who would like to get answers for long-standing questions in the field. But, as 
Hirschheim and co-authors say 0, alternative IS development approaches, including 
those based on language and communication, are important because they represent 
useful scientific counterparts of orthodox views. Altogether, we strongly believe that 
semiotic engineering is a useful bridging theory for bringing together IS and HCI. 
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Abstract. Companies are more than ever participating in so-called value 
networks while being confronted with an increasing need for collaboration 
with their business partners. In order to better perform in such value networks 
information systems supporting not only the intra- but also the inter-enterprise 
business processes are necessary in order to enable and ease collaboration 
between business partners. Therefore, they need to be interoperable. As the 
basis for building these information systems the concepts of enterprise 
ontology and business components are very promising. The notion of 
enterprise ontology, as presented in this paper, is a powerful revelation of the 
essence of an enterprise or an enterprise network. Reusable and self-contained 
business components with well-defined interaction points facilitate the 
accessing and execution of coherent packages of business functionality. The 
identification of business components, however, is still a crucial factor. The 
reported research seeks to improve the identification of business components 
based on the ontological model of an enterprise, satisfying well-defined quality 
criteria. 

1 Introduction 

Due to drastic changes in the competitive landscape, enterprises are more and more 
focusing on their core competencies, outsourcing supporting tasks to their business 
partners. Companies are therefore becoming part of so-called value networks [1-3] 
with the increasing need to identify, improve, and automate as much as possible their 
core business processes. In order to enhance the competitive advantage of value 
networks an effective collaboration between enterprises is of great relevance. 
Technological innovations such as global, web-based infrastructures, communication 
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Standards and distributed systems, enable the implementation of business processes 
in and the integration of business processes between companies, thus increasing the 
flexibility of the business system and enabling the interoperability of their 
information systems. However, the deployment of the information and 
communication technologies does not always meet expectations. While developing 
inter- and intra-enterprise information systems, it is necessary to use a suitable 
methodology for modeling the business domain. Additionally, information systems 
need to be modeled on a high-level of abstraction that is understood also by business 
people, who are defining the requirements and using the respective systems. The use 
of business components for the development of a high-level information system is 
valuable since they 'directly model and implement the business logic, rules and 
constraints that are typical, recurrent and comprehensive notions characterizing a 
domain or business area' [4] (all other components are considered either to deliver 
services to these business components or to offer some general functionality). The 
identification of business components thus is the first step in the development of an 
information system according to current standards. It is a very crucial one and, 
therefore, it should be performed at the highest possible level of quality. In the field 
of identifying reusable and marketable business components there is still little 
research initiative to date (e.g., [5-7]). As recognized by [8], 'more formal 
methodologies are needed to make the component based software development 
paradigm into an effective development tool'. 

The starting point is the set of requirements that have been elicited from the 
business domain, preferably on the basis of an abstract model of the organizational 
activities. In [9] some quality criteria are proposed regarding such a model, which we 
adopted for our current research: it should be consistent (i.e., there are no 
contradictions or irregularities), comprehensive (i.e., all relevant issues are dealt 
with), concise (i.e. the model does not contain superfluous matters), and essential 
(i.e., it shows only the deep structure, independent of the realization and the 
implementation of the enterprise). We call a model of the organizational activities of 
an enterprise that satisfies these requirements enterprise ontology. Most of the 
current process modeling techniques, like the Petri Net [10, 11], Event Driven 
Process Chains (EPC) [12], and Activity Diagrams [13], next to the traditional flow 
charts, do not satisfy all of the quality criteria mentioned. The notion of business 
process is not well defined and there exists no distinction between business and 
informational actions. Consequently, the difference between business processes and 
some other types of process remains unclear. This leads to the conclusion that they 
do not specifically address business processes but can be used for any discrete event 
process. Other approaches, as e.g. from the Language/Action Perspective (LAP), 
claim to offer a solution for the mismatch between social perspectives and technical 
perspectives by explicitly focusing on business specific communication patterns, 
where social beings achieve changes in the (object) world by means of 
communication acts [14]. The enterprise ontology [15] methodology is an approach 
that incorporates LAP and that additionally distinguishes between essential 
(business), informational and documental actions. Because of these advantages, we 
chose the methodology referred to, also known as DEMO (Design and Engineering 
Methodology for Organizations), for producing the ontological model of an 
enterprise, providing the basis for identifying business components. 
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Based on the enterprise ontology, this article introduces a new method for the 
identification of business components. It is structured as follows: To exemplify the 
usability of the approach, the domain of strategic supply network development 
(SSND) and its ontological model is introduced in section 2. SSND is used 
throughout the paper as an example domain for inter-enterprise collaboration. In 
section 3, the method for identifying business components is applied to the SSND 
case. Discussions of the results as well as the conclusions that can be drawn are 
provided in section 4. 

2 Enterprise Ontology and its Application to the SSND Case 

The example domain of strategic supply network development comes from the 
domain of strategic purchasing [16-19]. The most evident differences regard the 
functions with cross-enterprise focus. Purchasing has become a core fiinction in 
enterprises in the 90s. Current empiric research shows a significant correlation 
between the establishment of a strategic purchasing function and the financial 
success of an enterprise, independent from the industry surveyed [17]. One of the 
most important factors in this connection is the buyer-supplier-relationship. At many 
of the surveyed companies, a close cooperation between buyer and supplier in areas 
such as long-term planning, product development, and coordination of production 
processes led to process improvements and resulting cost reductions that were shared 
between buyer and suppliers [17]. In practice, supplier development is widely limited 
to direct suppliers (suppliers in tier-1), without taking into consideration the 
suppliers in subsequent tiers. Because of the increasing importance of supplier 
development we postulated the extension of the traditional fi-ame of reference in 
strategic sourcing from a supplier-centric to a supply-network-centric scope [20]. 
This refocuses the object of reference in the field of strategic sourcing by analyzing 
and selecting supplier networks instead of single suppliers. The details of the domain 
are described while introducing the enterprise ontology of the SSND case. 

As motivated in the introduction, we use the enterprise ontology for modeling the 
business domain according to DEMO [14,15, 21,22]. As is explained in [15, 21, 22] 
a distinction is made between production acts and facts and coordination acts and 
facts. Consequently, two worlds are distinguished: the production world (P-world) 
and the coordination world (C-world). The transaction axiom aggregates these 
acts/facts into the standard pattern of the (business) transaction. The complete 
ontological model of an organization consists of four aspect models. The 
Construction Model (CM) specifies the composition, the environment and the 
structure of the organization. It contains identified transaction types, which are 
executed by associated actor roles and describes the links to relevant information 
stored in production or coordination banks. The Process Model (PM) details each 
single transaction type of the CM by means of transaction patterns. Next to these 
patterns, it contains the causal and conditional relationships between transactions. 
The PM is based on business process patterns [22] and shows how the distinct 
transaction types are related. The Action Model (AM) specifies the action rules that 
serve as guidelines for the actors in dealing with their agenda. The State Model (SM) 
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specifies the object classes, fact types and ontological coexistence rules in the 
production world. 

Based on this method, the ontology for the SSND case has been constructed. 
Space limitations prohibit us to provide a more extensive account of how the models 
in the figures hereafter are developed. Also, we will not present and discuss the 
Action Model. The basic idea of the SSND example is the identification of suppliers, 
located not only in tier-1 but also in the subsequent tiers, which are able to deliver 
specific components to the original equipment manufacturer (OEM) for constructing 
a specific product. This is established in sending out an offering request for a specific 
product to the tier-1 suppliers, which execute a bill-of-material explosion in order to 
decide which products need to be requested from their suppliers. This repeats until 
the request has reached the last tier. The information is then aggregated and split-lot 
transferred to the initial tier. Fig. 1 exhibits the Construction Model of the SSND 
case. The corresponding Transaction Result Table is shown in Table 1. 
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Fig. 1 Construction Model of the SSND case 

Table 1. Transaction Result Table of the SSND case 
transaction type 

TO I offering 

T02 engineering 

T03 exploring 

T04 evaluating 

T05 concluding 

resulting P-event type 

PEO1 supply contract C is offered 

PE02 the BoM of assembly A is determined 

PE03 supply contract C is a potential contract 

PE04 supply contract C is evaluated 

PE05 supply contract C is concluded 

The top or starting transaction type is the offering transaction TOl. Instances of 
TOl are initiated by the environmental actor role CAOl, which is a company in tier 
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n-1 and executed by actor role AOl. This company asks the direct supplier (company 
in tier n) for an offer regarding the supply of a particular product P. In order to make 
such an offer, AOl first initiates an engineering transaction T02, in order to get the 
bill of material of the requested product P. This is a list of (first-level) components of 
P, produced by A02. Next, AOl asks A03 for every such component to get offers 
from companies that are able to supply the component. So, a number of exploring 
transactions T03 may be carried out within one TGI, namely as many as there are 
components of P which are not produced by the tier n company. In order to execute 
each of these transactions, A03 has to ask companies for an offer regarding the 
supply of a component of P. Since this is identical to a starting transaction TOl, we 
model this also as initiating a TOl. Now however, the executor of the TOl is a 
company in tier n+1. Consequently, the model that is shown in Fig. 1 must be 
understood as to be repeated recursively for every tier until the products to be 
supplied are elementary, i.e. non-decomposable. Note that, because of the being 
recursive, an offer (the result of a TOl) comprises the complete bill of material of the 
concerned component of P. 

Every offer from the companies in tier n-i-1 is evaluated in a T04 transaction. So, 
there is a T04 for every 'output' TOl, whereby each company can have its own 
evaluation rules. The result of a T04 is a graded offer for some component of P. So, 
what A03 delivers back to AOl is a set of graded offers for every component of P. 
Next, AOl asks A05, for every component of P, to select the best offer. The result is 
a set of concluded offers, one for every component of P. This set is delivered to AOl. 
Lastly, AOl delivers a contract offer to CAOl for supplying P, together with the set 
of concluded offers for delivering the components of P. Because of the recursive 
character of the whole model, this offer includes the complete bill of material of P, 
regardless its depth. 

The CM in Fig. 1 contains three external production banks. Bank CPBOl contains 
the data about a company that are relevant for the evaluation of offers. Bank CPB02 
contains the different evaluation methods that can be applied. In every instance of 
T04, one of these methods is applied. CPB03 contains identifiers of all companies 
that may be addressed for an offer. The dashed lines represent access links to these 
banks. Lastly, in the transaction result table (see Table 1), the supply of a product by 
a (supplying) company to a (customer) company is called a contract. 

Fig. 2 exhibits the Process Model of the SSDN case. A coordination step is 
represented by a (white) disk in a (white) box; it is identified by the transaction 
number (see Table 1) and a two-letter extension: rq (request), pm (promise), st 
(state), or ac (accept). A production step is represented by a (gray) diamond in a 
(gray) box; it is identified by the transaction number. For modeling the SSND 
example case the so-called basic pattern (request, promise, execute, state, accept) has 
been used. 

From the state TOl/pm (promised) a number of transactions T03 (possibly none) 
and a number of transactions T05 (possibly none) are initiated, namely for every 
first-level component of a product. This is expressed by the cardinality range 0..k. 
Likewise, from the state T03/pm, a number of transactions TOl and a number of 
transactions T04 are initiated, namely for every offer or contract regarding a first-
level component of a product. The dashed arrows, from an accept state (e.g. T02/ac) 
to some other transaction state, represent waiting conditions. So, for example, the 
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performance of a T03/rq has to wait for the being performed of the corresponding 
T02/ac. 

Fig. 2 Process Step Diagram of the SSND case 

Fig. 3 exhibits the object fact diagram (OFD) and Table 2 the object property 
table (OPT). Together they constitute the State Model of the example case. The OFD 
is a variant of the ORM model [23]. Diamonds represent the (unary) fact types that 
are the result of transactions, also called production fact types. They correspond with 
the transaction results in Table 1. A roundangle around a fact type or a role defines a 
concept in an extensional way, i.e. by specifying the object class that is its extension. 
For example, the roundangle around the production fact type "C is evaluated" 
defines the concept of evaluated contract. Properties are binary fact types that happen 
to be pure mathematical functions, of which the range is set of, usually ordered, 
values, called a scale. Instead of including them in an OFD they can be more 
conveniently represented in an Object Property Table (Table 2). The information 
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items as defined in the SM, including the derived fact types, constitute all 
information that is needed to develop a supply network for a particular product. 
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Fig. 3 Object Fact Diagram of the SSND case 

Table 2. Object Property Table of the SSND case 

property type 

< company information > 

< contract terms > 

evaluation mark 

object class 

COMPANY 

CONTRACT 

CONTRACT 

Scale 

< aggregated data > 

< aggregated data > 

NUMBER 

3 Identification of Business Components in tlie SSND Case 

Having introduced the main models of the ontology of an enterprise, the information 
gained in the models is used for the identification of business components. The 
principle of modular design, on which business components are based, demands 
reusable, marketable, self-contained, reliable and manageable business components. 
They need to provide services at the right level of granularity and to have a formal 
and complete specification of its external view. The enterprise ontology, as 
introduced in section 1, provides the necessary basis for the realization of business 
components. With the enterprise ontology for the SSND case, the complete 
information related to that business domain is available. The three dimensional 
method for business components identification (BCI-3D), applied in this section, 
aims at grouping business tasks and their corresponding information objects into 
business components satisfying defined metrics. The metrics used - being minimal 
communication between and maximum compactness of business components - are 
the basic metrics for the component-based development of inter-enterprise 
applications. 
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Since the identification of business components is strongly dependent on the 
underlying business model, the BCI-3D method uses the object classes and fact types 
from the SM and the process steps from the PM, including their relationships. One 
can distinguish between three types of relationships necessary for the identification 
of business components. The relationship between single process steps, the 
relationship between information objects and the relationship between process steps 
and information objects. A relationship type distinguishes between subtypes 
expressing the significance of a relationship. E.g., the relationship between single 
process steps expresses - based on their cardinality constraints - how often a process 
step is executed within a transaction and therefore how close two process steps are 
related to each other in that business domain. The relationship between information 
objects defines how loosely or tightly the information objects are coupled, and the 
relationship between process steps and information objects defines whether a 
corresponding information object is used or created while executing the respective 
process step. All types of relationship are of great relevance in order to define which 
information object and process steps belong to which component. 

The relationships are modeled in the BCI-3D method using a weighted graph. 
The nodes represent either information objects or process steps and the edges 
characterize the relationships between the nodes. Weights are used to define the 
different types and subtypes of relationships and build the basis for assigning nodes 
and information objects to components. Due to display reasons the graph is 
visualized in a three-dimensional representation having the process steps and 
information objects arranged in circles, and without showing the corresponding 
weights (see Fig. 4). 

T04/rq 

Fig. 4 Relevant relationships for the business component identification method (BCI-3D) 

The graph shows all process steps and information objects with the relevant 
relationships of the SSND case. The shortcut names for the information objects are: 
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P (Product), A (Assembly), C (Contract), CC (Concluded Contract), EC (Evaluated 
Contract), OC (Offered Contract), and PC (Potential Contract). All information 
needed is gained from the enterprise ontology models introduced in section 0. 

The relationship between the process steps is provided through the sequence in 
which the single process steps are executed (visualized by a link between two 
process steps). For the identification of business components we distinguish between 
standard, optional and main relationships, defining the significance of the relations 
between two process steps. This is expressed in Fig. 2 by the cardinality constraints 
assigned to the links. If a link has the cardinality range 0..k we call it an optional 
link, since the following process step does not need to be executed. If the cardinality 
range is set to l..n then we call it a main link, indicating that the following process 
step is executed at least once. If no cardinality range is assigned, we call it a 
standard link, having the following process step executed exactly once. For the 
different types of links different weights are assigned in the weighted graph. 

Let us have a closer look at the information objects. Fig. 3 and Table 2 introduce 
different types of potential information objects, namely, the object classes, fact types, 
and property types. Since property types define specific data belonging to an object 
class we do not consider that information in the BCI-3D method. Object classes, 
which are provided by external information systems - that concern the data, which is 
provided by the external production banks (see Fig. 1) - are traded in a special way 
in the BCI-3D method. 

In addition to the relationships already introduced, the relationships between 
information objects and process steps play an important role in the business 
component identification method. The information to define those relationships can 
be gained from a CreateAJse Table, showing which objects and facts are used or 
created in which process steps. For the SSND case, the relationships between 
information objects and process steps and their weights are visualized in Fig. 5. 
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Fig. 5 Relationship between business services and information objects 

In order to provide optimal grouping while minimizing communication and to 
ensure compactness of components, an optimization problem needs to be solved for 
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which a genetic algorithm has been developed. A detailed description of the 
algorithm would go beyond the scope of this paper. Applying the BCI-3D method to 
the graph introduced in Fig. 4 (including the different types of relationships with the 
corresponding weights as shown e.g., in Fig. 5) results in the following graph 
partition (see Fig. 6). Two business components can be identified immediately: one 
containing the business tasks related to product management and one containing the 
business tasks related to contract management. 

TOS/«x 

Fig. 6 Identified business component 

Although in this small example only two business components were found, we 
have demonstrated a systematic identification of business components, considering 
all relevant information of the domain, which would not have been possible without 
a detailed analysis and modeling of the corresponding domain. The domain 
information is essential; it provides the basis for the next relevant steps, namely, the 
implementation of the business components. 

4 Conclusions and Future Work 

In this paper, we have addressed the problem of identifying business components, 
defined as the highest-level software components, i.e. the software components that 
directly support business activities. Although component-based software 
development is commonly considered superior to traditional approaches, it leaves the 
basic problems in requirements engineering unsolved: there are no criteria for 
determining that a set of identified components is complete (no component is 
missing) and minimal (there are no redundant components). The component-based 
approach also adds a new problem: the identification of components. We have 
addressed both problems by starting from the ontological model of the enterprise at 
hand. The methodology, as presented and demonstrated in this paper, does solve 
these problems in a satisfactory way. 
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First, the enterprise ontology constructed by means of DEMO is an appropriate 
model of the business domain. It satisfies the quality criteria as proposed in the 
introduction. As a consequence, the identified business components do really and 
directly support the business activities in which original new facts are created. 
Moreover, since the process steps (cf Fig. 2) are atomic from the business point of 
view, one can be sure to have found the finest level of granularity that needs to be 
taken into account. Also, one can be sure that this set of process steps is complete 
and minimal. 

Second, the BCI-3D method, based on the resulting models and tables of the 
enterprise ontology, provides an automated approach for the identification of 
business components. In using the BCI-3D method, different business component 
models could be generated for several business domains, e.g., for the domain of 
strategic supply network development (as presented in this paper), of educational 
administration, of automotive industry and of network operators. Its predecessor, the 
BCI method (Business Components Identification) [24], focused only on 
relationships between information objects and process steps, without taking into 
account the other types of relationships (between different information objects, and 
between different process steps). With this 'old' BCI method, however, we also 
generated component models for several domains. Worth mentioning is the one in 
the area of Customer Relationship Management (CRM) and Supply Chain 
Management (SCM) with more then 500 information objects and 1000 business 
functions [25]. But since the BCI method did not take into account all information 
available from the business domain, and was not implemented as a weighted graph, 
the optimization algorithms did not generate optimal solutions. We used all 
experiences with the old BCI method in order to develop a superior method for the 
identification of business components, the BCI-3D method. We demonstrated the 
suitability of the presented methodology by means of the SSND case. Because of its 
recursive nature, this case is not at all trivial. Yet, as we have shown, the process of 
identifying the business components is transparent and systematic. 

Further investigations for the BCI-3D method are needed in evaluating reliability 
and stability of the resulting component models. Also, the types of relationships used 
and the corresponding weights assigned to the relationships need to be verified in 
additional example cases. 
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